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IRIDIA – Technical Report Series

Technical Report No.

TR/IRIDIA/2009-018

June 2009



IRIDIA – Technical Report Series

ISSN 1781-3794

Published by:

IRIDIA, Institut de Recherches Interdisciplinaires
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Abstract

Algorithms for solving hard optimization problems typically have several parameters that

need to be set appropriately such that some aspect of performance is optimized. In this article,

we review F-Race, a racing algorithm for the task of automatic algorithm configuration. F-Race

is based on a statistical approach for selecting the best configuration out of a set of candidate

configurations under stochastic evaluations. We review the ideas underlying this technique

and discuss an extension of the initial F-Race algorithm, which leads to a family of algorithms

that we call iterated F-Race. Experimental results comparing one specific implementation

of iterated F-Race to the original F-Race algorithm confirm the potential of this family of

algorithms.

1 Introduction

Many state-of-the-art algorithms for tackling computationally hard problems have a number of
parameters that influence their search behavior. Such algorithms include exact algorithms such
as branch-and-bound algorithms, algorithm packages for integer programming, and approximate
algorithms such as stochastic local search (SLS) algorithms. The parameters can roughly be
classified into numerical and categorical parameters. Examples of numerical parameters are the
tabu tenure in tabu search algorithms or the pheromone evaporation rate in ant colony optmization
(ACO) algorithms. Additionally, many algorithms can be seen as being composed of a set of
specific components that are often interchangeable. Examples are different branching strategies in
branch-and-bound algorithms, different types of crossover operators in evolutionary algorithms, or
different types of local search algorithms in iterated local search. These interchangable components
are often well described as categorical parameters of the underlying search method.

Research has clearly shown that the performance of parameterized algorithms depends strongly
on the particular values of the parameters and the choice of an appropriate setting of these
parameters is itself a difficult optimization problem [1, 12, 14]. Given that typically not only the
setting of numerical parameters but also that of categorical parameters needs to be determined, we
call this problem also the algorithm configuration problem. An important aspect of this problem
is that it is typically a stochastic problem. In fact, there are two main sources of stochasticity.
The first is that often the algorithm itself is stochastic because it uses some randomized decisions
during the search. In fact, this stochasticity is typical for SLS algorithms [28]. However, even
if an algorithm is deterministic, its performance and search behavior depends on the particular
instance to which it is applied. In fact, the particular instance being tackled can be seen as having
been drawn according to some underlying, possibly unknown probability distribution, introducing
in this way a second stochastic factor.

In our research, we have developed a method, called F-Race, which is particularly well suited
for dealing with this stochastic aspect. It is a method that is inspired from racing algorithms in
machine learning, in particular Hoeffding races [33, 34, 35]. The essential idea of racing methods, in
general, and ours, in particular, is to evaluate a given set of candidate configurations iteratively on
a stream of instances. As soon as enough statistical evidence is gathered against some candidate
configurations, these are eliminated and the race continues only with the surviving ones. In
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our case, this method uses after each evaluation round of the candidate configurations, the non-
parametric Friedman test as a family-wise test: it checks whether there is evidence that at least one
of the configurations is significantly different from others. If the null hypothesis of no differences
is rejected, Friedman post-tests are applied to eliminate those candidate configurations that are
significantly worse than the best one.

In this article, we first formally describe the algorithm configuration problem, following [14, 12].
Next, in Section 3, we give details on F-Race. Section 4 discusses considerations on the sampling of
candidate configurations, proposes a family of iterated F-Race algorithms, and defines one specific
iterated F-Race algorithm, which extends over an earlier version published in [4]. Computational
results with this new variant, which are presented in Section 5, confirm its advantage over other
ways of generating the candidate configurations for F-Race. We end this article by an overview of
available F-Race applications and outline ideas for further research.

2 The algorithm configuration problem

F-Race is a method for the offline configuration of parameterized algorithms. In the training phase
of offline tuning, an algorithm configuration is to be determined in a limited amount of time
that optimizes some measure of algorithm performance. The final algorithm configuration is then
deployed in a production phase where the algorithm is used to solve previously unseen instances.

A crucial aspect of this algorithm configuration problem is that it is a problem of generalization,
as it occurs in other fields such as machine learning. Based on a given set of training instances, the
goal is to find high-perfoming algorithm configurations that perform well on (a potentially infinite
set of) unseen instances that are not available when deciding on the algorithm’s parameters.
Hence, one assumption that is tacitly made is that the set of training instances is representative
for the instances the algorithm faces once it is employed in the production phase. The notions of
best performance, generalization, etc. are made explicit in the formal definition of the algorithm
configuration problem.

2.1 The algorithm configuration problem

The problem of configuring a parameterized algorithm can be formally defined as a 7 tuple
〈Θ, I, PI , PC , t, C, T 〉, where

• Θ is the possibly infinite set of candidate configurations.

• I is the possibly infinite set of instances.

• PI is a probability measure over the set I.

• t : I → ℜ is a function associating to every instance the computation time that is allocated
to it.

• c(θ, i, t(i)) is a random variable representing the cost measure of a configuration θ ∈ Θ on
instance i ∈ I when run for computation time t(i).1

• C ⊂ ℜ is the range of c, that is, the possible values for the cost measure of the configura-
tion θ ∈ Θ on an instance i ∈ I.

• PC is a probability measure over the set C: With the notation PC(c|θ, i), we indicate the
probability that c is the cost of running configuration θ on instance i.

1To make the notation lighter, in the following we often will not mention the dependence of the cost measure
on t(i). We use the term cost to refer, without loss of generality, to the minimization of some performance measure
such as the objective function value in a minimization problem or the computation time taken for a decision problem
instance.
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• C(θ) = C(θ|Θ, I, PI , PC , t) is the criterion that needs to be optimized with respect to θ. In
the most general case it measures in some sense the desirability of θ.

• T is the total amount of time available for experimenting with the given candidate configu-
rations on the available instances before delivering the selected configuration.2

On the basis of these concepts, solving the problem of configuring a parameterized algorithm is to
find the configuration θ̄ such that:

θ̄ = arg min
θ∈Θ

C(θ). (1)

Throughout the whole article, we consider for C the expected value of the cost measure c:

C(θ) = EI,C [c] =

∫

c dPC(c|θ, i) dPI(i), (2)

where the expectation is considered with respect to both PI and PC , and the integration is taken
in the Lebesgue sense [8]. However, other options for defining the cost measure to be minimized
such as the median cost or a percentile of the cost distribution are easily conceivable.

The measures PI and PC are usually not explicitly available and the analytical solution of the
integrals in Eq. 2 is not possible. In order to overcome this limitation, the expected cost can be
estimated in a Monte Carlo fashion on the basis of running the particular algorithm configuration
on a training set of instances.

The cost measure c in Eq. 2 can be defined in various ways. For example, the cost of a
configuration θ on an instance i can be measured by the objective function value of the best
solution found in a given computation time t(i). In such a case, the task is to tune algorithms
for an optimization problem and the goal is to optimize the solution quality reached within a
given computation time. In the case of decision problems, the goal is rather to choose parameter
settings such that the computation time to arrive at a decision is minimized. In this case, the
cost measure would be the computation time taken by an algorithm configuration to decide an
instance i. Since arriving at a decision may take infeasibly long computation times, the role
played by the function t is to give a maximum computation time budget for the execution of
the algorithm configuration. If after a cutoff time of t(i) the algorithm has not finished, the
cost measure may use additional penalties [29]. Finally, let us remark that the definition of the
algorithm configuration problem applies not only to the configuration of stochastic algorithms,
but it extends also to deterministic, parameterized algorithm: in this case, c(θ, i, t(i)) is strictly
speaking not anymore a random variable but a deterministic function; the stochasticity is then
due to the instance distribution PI .

One basic question concerns how many times a configuration should be evaluated on each of the
available problem instances for estimating the expected cost. Assuming that the performance of
a stochastic algorithm is evaluated by a total of N runs, it has been proved by Birattari [10, 12],
that sampling N instances with one run on each instance results in the lowest variance of the
estimator. Hence, it is always preferable to have a large set of training instances available. If,
however, only few training instances are provided, one needs to go back to evaluating algorithm
configurations on the instances more than once.

2.2 Types of parameters

As said in the introduction, algorithms can have different types of parameters. There we have
distinguished between categorical and numerical parameters. Categorical parameters typically
refer to different procedures or discrete choices that can be taken by an algorithm (or, more in
general, an algorithm framework such as a metaheuristic). In SLS algorithms examples are the
type of perturbations and the particular local search algorithm used in iterated local search (ILS)
or the type of neighborhood structure to be used in iterative improvement algorithms. Sometimes

2In the following, we refer to T also as computational budget ; often it will be measured as the number of
algorithm runs instead of a total amount of computation time.
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it is possible to order the categories of these categorical parameter according to some surrogate
measure. For example, neighborhoods may be ordered according to their size or crossover operators
in genetic algorithms according to the disruptedness they introduce. Hence, sometimes categorical
parameters can be converted into ordinal ones. (We are, however, not aware of configuration
methods that exploited this possibility so far.) Categorical parameters that may be ordered based
on secondary criteria, we call pseudo-ordinal parameters.3

Besides categorical parameters, numerical parameters are common in many algorithms. Continuous
numerical parameters take as values some subset of the real numbers. Examples of these are the
pheromone evaporation rate in ACO, or the cooling rate in simulated annealing. Often, numerical
parameters take integer values; an example is the strength of a perturbation that is measured
by the number of solution components that change. If such parameters have a relatively large
domain, they may be treated in the configuration task as continuous parameters, which are then
rounded to the next integer. In the following we call such integer parameters quasi-continuous
parameters.

Furthermore, it is often the case that some parameter is only in effect when another parameter,
usually a categorical one, takes certain values. This is the case of a conditional parameter. An
example can be given in ILS, where as one option a tabu search may be used as the local search;
in this case, the tabu list length parameter is a conditional parameter that depends on whether a
categorical parameter “type of local search” indicates that tabu search is used.4 The F-Race based
configuration algorithms described in this article are able to handle all aforementioned types of
parameters, including conditional parameters.

3 F-Race

The conceptually simplest approach for estimating the expected cost of an algorithm configuration
θ, as defined by Eq. 2, is to run the algorithm using a sufficiently large number of instances.
This estimation can be repeated for a number of candidate configurations and once the overall
computational budget allocated for the selection process is consumed, the candidate configuration
with the lowest estimate is chosen as the best performing configuration. This is an example of
what can be characterized as the brute-force approach to algorithm configuration.

There are two main problems associated with this brute-force approach. The first is that
one needs to determine a priori how often a candidate configuration is evaluated. The second
is that also poor performing candidate configurations are evaluated with the same amount of
computational resources as the good ones.

3.1 The racing approach

As one possibility to avoid the disadvantages of the brute-force approach we have used a racing
approach. The racing approach originated from the machine learning community [34], where it
was first proposed for solving the model selection problem [16]. We adapted this approach to make
it suitable for the algorithm configuration task. The racing approach performs the evaluation of a
finite set of candidate configurations using a systematic way to allocate the computational resources
among them. The racing algorithm evaluates a given finite set of candidate configurations step

by step. At each step, all the remaining candidate configurations are evaluated in parallel,5

3Note that, strictly speaking, binary parameters are also ordinal ones, although they are usually handled without
considering an ordering.

4It is worth noticing that sometimes it may make sense to replace a numerical parameter by a categorical
parameter plus a conditional parameter, if changing the numerical parameter may lead to drastic changes in design
choices of an algorithm. Consider as an example the probability of applying a crossover operator. This parameter
may take a value of zero, which indicates actually that no crossover is applied. In such cases it may be useful
to introduce a binary parameter, which indicates whether crossover is used or not, together with a conditional
parameter on the crossover probability, which is only used if the binary parameter indicates that crossover is used.

5A round of function evaluations of surviving candidate configurations on a certain instance is called an
evaluation step, or, simply, a step. By function evaluation, we refer to one run of the candidate configu-
ration on one instance.
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and the poor candidate configurations are discarded as soon as sufficient statistical evidence is
gathered against them. The elimination of the poor candidates allows to focus the computations
on the most promising ones to obtain lower variance estimates for these. In this way, the racing
approach overcomes the two major drawbacks of the brute-force approach. First, it does not
require a fixed number of steps for each candidate configuration but it determines it adaptively
based on statistical evidence. Second, poor performing candidates will not be evaluated as soon
as enough evidence is gathered against them. A graphical illustration of the racing algorithm and
the brute-force approach is shown in Fig. 1.

To describe the racing approach formally, suppose a sequence of training instances ik, with
k = 1, 2, . . ., is randomly generated from the target class of instances I following the probability
model PI . Denote by cθ

k the cost of a single run of a candidate configuration θ on instance ik. The
evaluation of the candidate configurations is performed incrementally such that at the k-th step,
the array of observations for evaluating θ,

ck(θ) =
(

cθ
1, c

θ
2, . . . , c

θ
k

)

,

is obtained by appending cθ
k to the end of the array ck−1(θ). A racing algorithm then generates

a sequence of nested sets of candidate configurations

Θ0 ⊇ Θ1 ⊇ Θ2 ⊇ . . . ,

where Θk is the set of the surviving candidate configurations after step k. The sets of surviving
candidate configurations start from a finite set Θ0 ⊆ Θ, which is typically obtained by sampling
|Θ0| candidate configurations from Θ. How the initial set of candidate configurations can be
generated is the topic of Section 4. The step from a set Θk−1 to Θk is obtained by possibly
discarding some configurations that appear to be suboptimal on the basis of information that
becomes available at step k.

At step k, when the set of the surviving candidates is Θk−1, a new instance ik is considered.
Each candidate θ ∈ Θk−1 is tested on ik and each observed cost cθ

k is appended to the respective
array ck−1(θ) to form the arrays ck(θ) for each θ ∈ Θk−1. Step k terminates defining set Θk by
dropping from Θk−1 the candidate configurations that appear to be suboptimal based on some
statistical test that compares the arrays ck(θ) for all θ ∈ Θk−1.

The above described procedure is iterated and stops either when all candidate configurations
but one are discarded, a given maximum number of instances have been sampled, or when the
predefined computational budget B has been exhausted.6

3.2 The peculiarity of F-Race

F-Race is a racing algorithm based on the non-parametric Friedman’s two-way analysis of variance
by ranks [22], for short, Friedman test. This algorithm was first proposed by Birattari et al. [14]
and studied in detail in Birattari’s PhD thesis [11].

To describe F-Race, assume it has reached step k, and m = |Θk−1| candidate configurations are
still in the race. The Friedman test assumes that the observed costs are k mutually independent
m-variate random variables

b1 =
(

c
θv1

1 , c
θv2

1 , . . . , c
θvm

1

)

b2 =
(

c
θv1
2 , c

θv2
2 , . . . , c

θvm

2

)

...
...

...
. . .

...

bk =
(

c
θv1

k , c
θv2

k , . . . , c
θvm

k

)

6The computational budget may be measured as a total available computation time T (see definition of the
configuration problem on page 2). It is, however, often more convenient to define the maximum number of function
evaluations, if each function evaluation is limited to a same amount of computation time.
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Figure 1: Graphical representation of the allocation of configuration evaluations by the racing
approach and the brute-force approach. In the racing approach, as soon as sufficient evidence is
gathered that a candidate is suboptimal, such candidate is discarded from further evaluation. As
the evaluation proceeds, the racing approach focuses thus more and more on the most promising
candidates. On the other hand, the brute-force approach tests all given candidates on the same
number of instances. The shadowed figure represents the computation performed by the racing
approach, while the dashed rectangle the one of the brute-force approach. The two figures cover
the same surface, that is, the two approaches are allowed to perform the same total number of
experiments.

Candidates

In
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n
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called blocks, where each block bl corresponds to the computational results obtained on instance il
by each surviving configuration at step k.

Within each block, the costs cθ
l are ranked in non-decreasing order; average ranks are used in

case of ties. For each configuration θvj
∈ Θk−1, Rlj is the rank of θvj

in block bl, and Rj =
∑k

l=1 Rlj

is the sum of ranks for configuration θvj
, over all instances il, with 1 ≤ l ≤ k. The test statistic

used by the Friedman test is the following [22]:

T =

(m − 1)

m
∑

j=1

(

Rj −
k(m + 1)

2

)2

k
∑

l=1

m
∑

j=1

R2
lj −

km(m + 1)2

4

.

Under the null hypothesis that all candidates are equivalent, T is approximately χ2 distributed
with m − 1 degrees of freedom [39]. If the observed value of T is larger than the 1 − α quantile
of this distribution, the null hypothesis is rejected. This indicates that at least one candidate
configuration gives better performance than at least one of the others.

If the null hypothesis is rejected in this family-wise test, it is justified to do pairwise comparisons
between individual candidates. There are various ways of conducting these Friedman post hoc
tests. For F-Race, we have chosen one particular one that is presented in the book of Conover [22]:
candidates θj and θh are considered to be statistically significantly different if

|Rj − Rh|
√

2k(1− T

k(m−1) )
“

P

k
l=1

P

m
j=1R2

lj
−

km(m+1)2

4

”

(k−1)(m−1)

> t1−α/2,

where t1−α/2 is the 1 − α/2 quantile of the Student’s t distribution.
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If F-Race does not reject at step k the null hypothesis of the family-wise comparison, all
candidate configurations in Θk−1 pass to Θk; if the null hypothesis is rejected, pairwise comparisons
are performed between the best candidate configuration and each other one. The best candidate
configuration is selected as the one that has the lowest expected rank. All candidate configurations
that result significantly worse than the best one are discarded and will not appear in Θk.

When only two candidates remain in the race, the Friedman test reduces to the binomial sign
test for two dependent samples [45]. However, in the F-Race algorithm, the Wilcoxon matched-
pairs signed-ranks test [22] is adopted, for the reason that the Wilcoxon test is more powerful and
data-efficient than the binomial sign test in such a case [46].

In F-Race, the test statistic is based on the ranking of the candidates. Ranking plays an
important two-fold role. The first one is due to the non-parametric nature of a test based on
ranking. A second role played by ranking in F-Race is to implement in a natural way a blocking
design [23, 36]. By focusing only on the ranking of the different configurations within each instance,
this blocking design becomes an effective way for normalizing the costs observed on different
instances.

4 The sampling strategy for F-Race

In the previous section, the question, how the set of candidate configurations Θ0 is defined, was
left open. This is the question we address in this section; in fact, it should be clear that this
question is rather independent of the definition of F-Race: any reasonable sampling method may
be considered.

4.1 Full factorial design

When F-Race was first proposed [14], the candidate configurations were collected by a full factorial
design (FFD) on the parameter space. The reason of adopting a full factorial design at that time
was that it made more convenient the focus on the evaluation of F-Race and its comparison to
other ways of defining races.

A full factorial design can be done by determining for each parameter a number of levels
either manually, randomly or in some other way. Then, each possible combination of these levels
represents a unique configuration, and Θ0 comprises all possible combinations. One main drawback
of a full factorial design is that it requires expertise to select the levels of each parameter. Maybe
more importantly, the set of candidate configurations grows exponentially with the number of
parameters. Suppose that d is the dimension of the parameter space and that each dimension
has l levels; then the total number of candidate configurations would be ld. It therefore quickly
becomes impractical and computationally prohibitive to test all possible combinations even for
a reasonable number of levels at each dimension. We denote the version of F-Race using a full
factorial design by F-Race(FFD).

4.2 Random sampling design

The drawbacks of the full factorial design were described also by Balaprakash et al. [4]. They
showed that F-Race with initial candidates generated by a random sampling design significantly
outperforms the full factorial design for a number of applications. In the random sampling de-
sign, the initial elements are sampled according to some probability model PX defined over the
parameter space X .7 If a priori information is available, such as the effects of certain parameters
or their interactions, the probability model PX can be defined accordingly. However, this is rarely
the case, and the default way of defining the probability model PX is to assume a uniform distri-
bution over X . We denote the random sampling version of F-Race based on uniform distributions
F-Race(RSD).

7Note that the space of possible parameter value combinations X is different from the one-dimensional vector
of candidate algorithm configurations Θ, and there exists a one-to-one mapping from X to Θ.
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Algorithm 1 Iterated F-Race

Require: parameter space X , a noisy objective function black-box f .
initialize probability model PX for sampling from X
set iteration counter l = 1
repeat

sample the initial set of configurations Θl
0 based on PX

evaluate set Θl
0 by f using F-Race

collect elite configurations from F-Race to update PX

l = l + 1
until termination criterion is met
identify the best parameter configuration x∗

return x∗

Two main advantages of the random sampling design are that for numerical parameters, no
a priori definition of the levels needs to be done and that an arbitrary number of candidate
configurations can be sampled while still covering the parameter space, on average, uniformly.

4.3 Iterated F-Race

As a next step, Balaprakash et al. [4] proposed the iterative application of F-Race, where at
each iteration a number of surviving candidate configurations of the previous iteration bias the
sampling of new candidate configurations. It is hoped in this way to focus the sampling of candidate
configurations around the most promising ones. In this sense, iterated F-Race follows directly the
framework of model-based search [53], which is usually implemented in three steps. First, construct
a candidate solution based on some probability model; second, evaluate all candidates; third,
update the probability model biasing the next sampling towards the better candidate solutions.
These three steps are iterated, until some termination criterion is satisfied.

Iterated F-Race proceeds in a number of iterations. In each iteration, first a set of candidate
configurations is sampled; this is followed by one run of F-Race applied to the sampled candidate
configurations. An outline of the general framework of iterated F-Race is given in Alg. 1.

There are many possible ways how iterated F-Race can be implemented. In fact, one possibility
would be to use some algorithms for black-box mixed discrete-continuous optimization problems.
However, a difficulty here may be that for F-Race to be effective, the number of candidate con-
figurations should be reasonably large, while due to the necessarily strongly limited number of
function evaluations, few iterations should be run. Therefore, in [4] a different approach was
followed and an ad-hoc method was proposed for biasing the sampling. Unfortunately, the ad-
hoc iterated F-Race was there only defined and tested on numerical parameters. Nevertheless,
it is relatively straightforward to generalize the ideas presented there to categorical parameters.
In what follows, we first give a general discussion of the issues that arise in the definition of an
iterated F-Race algorithm and then we present one particular implementation in Section 4.4. For
the following discussion, we assume that the total computational budget B for the configuration
process, which is measured by the number of function evaluations, is given a priori.

How many iterations? Iterated F-Race is an iterative process and therefore one needs to define
the number of iterations. For a given computational budget, using few iterations will allow
to sample at each iteration more candidate configurations and, hence, lead to more explo-
ration at the cost of less possibilities of refining the model. In the extreme case of using
only one iteration, this amounts to an execution of F-Race(RSD). Intuitively, the number of
iterations should depend on the number of parameters: if only few parameters are present,
we expect, others things being equal, the problem to be less difficult to optimize and, hence,
less iterations to be required.

Which computational budget at each iteration? Another issue concerns the distribution of
the computational budget B among the iterations. The simplest idea is to divide the com-
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putational budget equally among all iterations. However, other possibilities are certainly
reasonable; for example, one may decrease the number of function evaluations available with
an increase of the iteration counter to increase exploration in the first iterations.

How many candidate configurations at each iteration? For F-Race, the number of candi-
date configurations to be sampled needs to be defined. A good idea is to make the number
of candidate configurations dependent on the status of the race, in other words, the iteration
counter. Typically, in the first iteration(s), the sampled candidate configurations are very
different from each other, resulting in large performance differences. As a side effect, poor
candidate configurations usually can be quickly eliminated. In later iterations, the sampled
candidate configurations become more similar and it becomes more difficult to determine the
winner, that is, more instances are needed to detect significant differences among the config-
urations. Hence, for a same budget of function evaluations for one application of F-Race, in
early iterations more configurations can be sampled, while in later iterations less candidate
configurations should be generated to identify with a low variance a winning configuration.

When to terminate F-Race at each iteration? At each iteration l, F-Race terminates if one
of the following two conditions is satisfied: (i) if the computational budget for the l-th
iteration, Bl, is spent; (ii) when a minimum number of candidate configurations, denoted
by Nmin, remains. Another question concerns the value of Nmin. F-Race terminates by
default if a unique survivor is identified. However, to maintain sufficient exploration of the
parameter space, in iterated F-Race it may be better to keep a number of survivors at each
iteration and to sample around these survivors the candidate configurations for the next
iteration. Additionally, for setting Nmin, it may be a good idea to take into account the
number of dimensions in the parameter space X : the larger the parameter space, the more
survivors should remain to ensure sufficient exploration.

How should the candidate configurations be generated? As said, all candidate configura-
tions are randomly sampled in the parameter space according to some probability distribu-
tion. For continuous and quasi-continuous parameters, continuous probability distributions
are appropriate; for categorical and ordinal parameters, however, discrete probability dis-
tributions will be more useful. A first question related to the probability distributions is of
which type they should be. For example, in the first paper on iterated F-Race [4], normal
distributions were chosen as models, but this choice need not be optimal. Another ques-
tion related to the probability distributions is how they should be updated and, especially,
how strong the bias towards the surviving configurations of the current iteration should
be. Again, here the trade-off between exploration and exploitation needs to be taken into
account.

4.4 An example iterated F-Race algorithm

Here we describe one example implementation of iterated F-Race, to which we refer as I/F-Race in
the following. This example implementation is based on the previous one published by Balaprakash
et al. [4]. However, it differs in some parameter choices and extends the earlier version by defining
a way to handle categorical parameters. Note that the proposed parameter settings are chosen in
an ad-hoc version; tuning the parameter settings of I/F-Race was beyond the scope of this article.

Number of iterations. We denote by L the number of iterations of I/F-Race, and increase L
with d, the number of parameters, using a setting of L = 2 + round(log2 d).

Computational budget at each iteration. The computational budget is distributed as equally
as possible across the iterations. Bl, the computational budget in iteration l, where l =
1, ..., L, is set to Bl = (B − Bused)/(L − l + 1); Bused denotes the total computational
budget used until iteration l − 1.
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The number of candidate configurations. We introduce a parameter µl, and set the number
of candidate configurations sampled at iteration l to be Nl = ⌊Bl/µl⌋. We let µl increase
with the number of iterations, using a setting of µl = 5 + l. This allows more evaluation
steps to identify the winners when the configurations are deemed to become more similar.

Termination of F-Race at each iteration. In addition to the usual termination criteria of
F-Race, we stop it if at most Nmin = 2 + round(log2 d) candidate configurations remain.

Generation of candidate configurations. In the first iteration, all candidate configurations
are sampled uniformly at random. Once F-Race terminates, the best Ns candidate configura-
tions are selected for the update of the probability model. We use Ns = min(Nsurvive, Nmin),
where Nsurvive denotes the number of candidates that survive the race. These Ns elite config-
urations are then weighted according to their ranks, where the weight of an elite configuration
with rank rz (z = 1, . . . , Ns) is given by:

wz =
Ns − rz + 1

Ns · (Ns + 1)/2
. (3)

In other words, the weight of an elite configuration is inversely proportional to its rank.
Since the instances for configuration are sampled randomly from the training set, the Ns

elite configurations of the lth iteration will be re-evaluated in the (l+1)st iteration, together
with the Nl+1−Ns candidate configurations to be sampled anew. (Alternatively, it is possible
to evaluate the configurations on fixed instances, so that the results of the elite configurations
from the last iteration could be reused.) The Nl+1 − Ns new candidate configurations are
iteratively sampled around one of the elite configurations. To do so, for sampling each
new candidate configuration, first one elite solution Ez (z ∈ {1, . . . , Ns}) is chosen with a
probability proportional to its weight wz and next a value is sampled for each parameter.
The sampling distribution of each parameter depends on whether it is a numerical one (the
set of such parameters is denoted by Xnum) or a categorical one (the set of such parameters
is denoted by Xcat). We have that the parameter space X = Xnum ∪ Xcat.

First suppose that Xi is a numerical parameter, i.e. Xi ∈ Xnum, with boundary Xi ∈
[Xi, Xi]. Denote vi = Xi − Xi the range of the parameter Xi. The sampling distribution of
Xi follows a normal distribution N(xz

i , σ
l
i), with xz

i being the mean and σl
i being the standard

deviation of Xi in the lth iteration. The standard deviation is reduced in a geometric fashion
from iteration to iteration using a setting of

σl+1
i = vi ·

(

1

Nl+1

)
l
d

for l = 1, . . . , L − 1. (4)

In other words, the standard deviation for the normal distribution is reduced by a factor of
(

1
Nl+1

)
1
d

as the iteration counter increments. Hence, the more parameters, the smaller the

update factor becomes, resulting in a stronger bias of the elite configuration on the sampling.
Furthermore, the larger the number of candidate configurations to be sampled, the stronger
the bias of the sampling distribution.

Now, suppose that Xi ∈ Xcat with ni levels Fi = f1, . . . , fni
. Then we use a discrete

probability distribution Pl(Fi) with iteration l = 1, . . . , L, and initialize P1 to be uniformly
distributed over Fi. Suppose further that after the l-th iteration (l > 1), the ith parameter
of the selected elite configuration Ez takes level fz

i . Then, the discrete distribution of
parameter Xi is updated as:

Pl+1(fj) = Pl(fj) · (1 −
l

L
) + Ij=fz

i
·

l

L
for l = 1, . . . , L − 1 and j = 1, . . . , ni (5)
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where I is an indicator function; the bias of the elite configuration on the sampling distri-
bution is getting stronger as the iteration counter increments.

The conditional parameters are sampled only when they are activated by their associated
upper-level categorical parameter, and their sampling model is updated only when they
appear in elite configurations.

5 Case studies

In this section, we experimentally evaluate the presented variant of I/F-Race and we compare it
in three case studies to F-Race(RSD) and F-Race(FFD).

All three case studies concern the configuration of ant colony optimization (ACO) algorithms
applied to the traveling salesman problem (TSP). They are ordered according to the number of
parameters to be tuned. In particular, they involve configuring MAX–MIN Ant System (MMAS),
a particularly successful ACO algorithm [48], using four categorical parameters and configuring
MMAS using seven categorical parameters. Both case studies use the MMAS implementation
available in the ACOTSP software package.8 The ACOTSP package implements several ACO
algorithms for the TSP. The third case study uses the ACOTSP package as a black-box software
and involves setting 12 mixed parameters. Among others, one of these parameters is the choice of
which ACO algorithm should be used.

In all experiments we used Euclidean TSP instances with 750 nodes, where the nodes are
uniformly distributed in a square of side length 10 000. We generated 1 000 instances for training
and 300 for evaluating the winning configurations using the DIMACS instance generator [30].
The experiments were carried out on cluster computing nodes, each equipped with two quad-core
XEON E5410 CPUs running at 2.33 GHz with 2 × 6 MB second level cache and 8 GB RAM.
The cluster was running under Cluster Rocks Linux version 4.2.1/CentOS 4. The programme was
compiled with gcc-3.4.6-3, and only one CPU core was used for each run due to the sequential
implementation of the ACOTSP software.

For each case study we have run a total of six experiments, which result by all six combinations
of two different computation time limits allocated for each function evaluation to the ACOTSP
software (five and twenty CPU seconds) and three values for the computational budget. The
different levels of the computational budget have been chosen to examine the dependence of the
possible advantage of I/F-Race as a function of the corresponding computational budget.

In each of the six experiments, 10 trials were run. Each trial is the execution of the
configuration process (in our case, either F-Race(FFD), F-Race(RSD), or I/F-Race) together
with a subsequent testing procedure. In the testing procedure, the final parameter setting
returned by configuration process is evaluated on 300 test instances.

5.1 Case Study 1, MMAS under four parameters

In this case study, we tune four parameters of MMAS: the relative influence of pheromone trails
α; the relative influence of heuristic information β; the pheromone evaporation rate ρ; and the
number of ants, m.

In this first and the second case study, we discretize these numerical parameters and treat
them as categorical ones. Each parameter is discretized by regular grids, resulting in a relatively
large number of levels. Their ranges and number of levels as listed in Table 1.9 The motivation for
discretizing numerical parameters is to test whether I/F-Race is able to improve over F-Race(RSD)
and F-Race(FFD) for categorical parameters; previously, it was already shown that I/F-Race gives
advantages for numerical parameters [4].

The three levels of the computational budget chosen are 6 · 34 = 486, 6 · 44 = 1 536 and
6 · 54 = 3 750. In this way the candidate generation of F-Race(FFD) can be done by selecting

8The ACOTSP package is available at http://www.aco-metaheuristic.org/aco-code/.)
9For the other parameters, we use default values and we opted for an ACO version that does not use local search.
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Table 1: Given are the parameters, the original range considered before discretization and the
number of levels considered after discretization for the first case study. The number of candidate
parameter settings is 12 100.

parameter range # levels
α [0.01, 5.00] 11
β [0.01, 10.00] 11
ρ [0.00, 1.00] 10
m [5, 100] 10

Table 2: Computational results for configuring MMAS for the TSP with 4 discretized parameters
for a computation time bound of 5 and 20 seconds, respectively. The column entries with the label
per.dev shows the mean percentage deviation of each algorithm from the reference cost. +x (−x)
means that the solution cost of the algorithm is x% more (less) than the reference cost. The column
with the label max.bud gives the maximum number of evaluations given to each algorithm.

5 seconds 20 seconds

algo per.dev per.dev max.bud

F-Race(FFD) +0.85 +0.79 486
F-Race(RSD) −0.58 −0.44 486
I/F-Race −0.26 −0.34 486
F-Race(FFD) +0.51 +1.27 1 536
F-Race(RSD) −0.08 −0.66 1 536
I/F-Race −0.42 −0.61 1 536
F-Race(FFD) +0.40 +0.71 3 750
F-Race(RSD) −0.12 −0.27 3 750
I/F-Race −0.28 −0.45 3 750

the same number of levels for each parameter, in our case three, four, and five. Without a priori
knowledge, the level of each parameter is selected randomly in F-Race(FFD).

The experimental results are given in Table 2. The table shows the average percentage deviation
of each algorithm from the reference cost, which for each instance is defined by the average cost
across all candidate algorithms on that instance. The results of the algorithms tuned by F-
Race(FFD), F-Race(RSD), and I/F-Race, are compared using the non-parametric pairwise Wilcoxon
test with Holm adjustment, using blocking on the instances; the significance level chosen is 0.05.
Results in boldface indicate that the corresponding configurations are statistically better than the
ones of the two competitors.

In all experiments, I/F-Race and F-Race(RSD) significantly outperform F-Race(FFD). Overall,
I/F-Race has a slight advantage over F-Race(RSD): in three of six experiments I/F-Race returns
configurations that are significantly better than those found by F-Race(RSD), while the opposite is
true on only one experiment. The trend appears to be that with larger total budget, the advantage
of I/F-Race over F-Race(RSD) increases. The reason for the relatively good performance of F-
Race(RSD) could be due to the fact that the parameter space is rather small (12100 candidate
configurations) and that the number of levels (10 or 11) for each parameter is large.

5.2 Case study 2, MMAS under seven parameters

In this case study we have chosen seven parameters. These are the same as in the first case study
plus three additional parameters: γ, a parameter that controls the gap between the minimum and
maximum pheromone trail value in MMAS, γ = τmax/(τmin · instance size); nn, the number
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Table 3: Given are the parameters, the original range considered before discretization and the
number of levels considered after discretization for the first case study. The number of candidate
parameter settings is 259 200.

parameter range #levels
α [0.01, 5.00] 5
β [0.01, 10.00] 6
ρ [0.00, 1.00] 8
γ [0.01, 5.00] 6
m [5, 100] 5
nn [5, 50] 4
q0 [0.0, 1.0] 9

Table 4: Computational results for configuring MMAS for TSP with seven categorical parameters
in 5 and 20 CPU seconds. For an explanation of the table entries see the caption of Table 2.

5 seconds 20 seconds

algo per.dev per.dev max.bud

F-Race(FFD) +9.33 +4.61 768
F-Race(RSD) −4.49 −1.35 768
I/F-Race −4.84 −3.25 768
F-Race(FFD) +1.58 +2.11 1 728
F-Race(RSD) −0.49 −0.78 1 728
I/F-Race −1.10 −1.33 1 728
F-Race(FFD) +0.90 +2.38 3 888
F-Race(RSD) −0.27 −0.33 3 888
I/F-Race −0.63 −2.05 3 888

of nearest neighbors used in the solution construction phase; and q0, the probability of selecting
the best neighbor deterministically in the pseudo-random proportional action choice rule; for a
detailed definition see [26].

The parameters are discretized using the ranges and number of levels given in Table 3. Note
that in comparison to the previous experiment, the parameter space is more than one order of
magnitude larger (259 200 ≫ 12 100). Besides, there is smaller number of levels for each parameter,
usually between four to nine. We use the same experimental setup as in the previous section, except
that for the computational budget, we choose 6·27 = 768 such that each parameter in F-Race(FFD)
has two levels, 6 · 25 · 32 = 1 728, such that in F-Race(FFD), five parameters will have two levels
and the other two three levels, and 6 · 23 · 34 = 3 888, such that in F-Race(FFD), three parameters
will have two levels, and the other four parameters have three levels.

The experimental results are listed in Table 4 and the results are analyzed in a way analogous
to case study 1. The results clearly show that I/F-Race significantly outperforms F-Race(FFD)
and F-Race(RSD) in each experiment. As expected, also F-Race(RSD) outperforms F-Race(FFD)
significantly.

5.3 Case study 3, ACOTSP under twelve parameters

In a final experiment, 12 parameters of the ACOTSP software are examined. This configuration
task is the most complex and it requires the setting of categorical as well as numerical parameters.

Among these parameters, firstly two categorical parameters have to be determined, (i) the
choice of the ACO algorithm, among the five variants MMAS, ant colony system (ACS), rank-
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Table 5: Computational results for configuring MMAS for TSP with 12 parameters in 5 and 20
CPU seconds. For an explanation of the table entries see the caption of Table 2.

5 seconds 20 seconds

algo per.dev per.dev max.bud

F-Race(RSD) +0.06 +0.005 1 500
I/F-Race −0.06 −0.005 1 500
F-Race(RSD) +0.04 +0.009 3 000
I/F-Race −0.04 −0.009 3 000
F-Race(RSD) +0.07 −0.001 6 000
I/F-Race −0.07 +0.001 6 000

based ant system (RAS), elitist ant system (EAS), ant system (AS); (ii) the local search type l,
including four levels: no local search, 2-opt, 2.5-opt, and 3-opt. All the ACO construction algo-
rithms share the three continuous parameter α, β, and ρ, and two quasi-continuous parameters m
and nn, which have been introduced before. Moreover, five conditional parameters are considered:
(i) the continuous parameter q0 (introduced in Sec. 5.2) is only in effect when ACS is deployed;
(ii) the quasi-continuous rasrank, is only in effect when RAS is chosen; (iii) the quasi-continuous
eants is only in effect when EAS is applied; (iv) the quasi-continuous parameter nnls is only in
effect when local search is used, namely either 2-opt, 2.5-opt or 3-opt; (v) the categorical parame-
ter dlb is only in effect when local search is used. Here, only F-Race(RSD) and I/F-Race are tested
because F-Race(FFD) has so far already been outperformed by the other two variants, and, due
to the large number of parameters, running F-Race(FFD) becomes infeasible. As computational
budgets we adopted 1 500, 3 000 and 6 000 function evaluations. The experimental results are given
in Table 5. The two algorithms F-Race(RSD) and I/F-Race are compared using the non-parametric
pairwise Wilcoxon test using a 0.05 significance level. The statistical comparisons show that I/F-
Race is again dominating. It is significantly better performing in five out of six experiments; only
in one case no statistically significant difference can be identified. However, the quality differences
in this set of experiments are quite small, usually below 0.1% in the five CPU seconds case, while
in the 20 CPU seconds case the difference is below 0.01%. This shows that the solution quality is
not very sensitive to the parameter settings. This is usually the case when a strong local search
such as 3-opt is used.

6 A review of F-Race applications

F-Race has received significant attention as it is witnessed by the 99 citations to the first article on
F-Race [14] in the google scholar database as of June 2009. In what follows, we give an overview
of researches that applied F-Race in various contexts.

Fine-tuning algorithms. The by far most common use of F-Race is to use it as a method to fine-
tune an existing or a recently developed algorithm. Often, the tuning through F-Race is also done
before comparing the performance of various algorithms. In fact, this latter usage is important to
make reasonably sure that performance differences between algorithms are not simply due to an
uneven tuning.

A significant fraction of the usages of F-Race is due to researchers either involved in the de-
velopment of the F-Race method or by their collaborators. In fact, F-Race has been developed in
the research for the Metaheuristics Network, an EU-funded research and training network on the
study of metaheuristics. Various applications there have been for configuring different metaheuris-
tics for the university-course timetabling problem [20, 32, 43] and also for various other problems
[18, 21, 24, 42, 44].

Soon after these initial applications, F-Race has also been adopted by a number of other
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researchers. Most applications focus on configuring SLS methods for combinatorial optimization
problems [9, 2, 25, 27, 31, 40, 41]. However, also other applications have been considered including
the tuning of algorithms for training neural networks [15, 47], or the tuning of parameters of a
control system for simple robots [37, 38].

Industrial applications. Few researches have evaluated F-Race in pilot studies for industrial
applications. The first has been a feasibility study, where F-Race was used to configure a commer-
cial solver for vehicle routing and scheduling problems, which has been developed by the software
company SAP. In this research, six configuration tasks have been considered that ranged from the
study of specific parameters, which determined the frequency of the application of some important
operators of the program, to the configuration of the SLS method that was used in the software
package. F-Race was compared to a strategy that after each fixed number of instances discarded
a fixed percentage of the worst candidate configurations, showing, as expected, advantages for
F-Race when the performance differences between configurations were stronger. Some results of
this study have been published in [7]; more details are available in a master thesis [6].

Yuan et al. [52] have adopted F-Race to configure several algorithms for a highly constrained
train scheduling problem arising at Deutsche Bahn AG. A comparison of various tuned algorithms
identified an iterated greedy algorithm as the most promising one.

Algorithm development. F-Race has occasionally also been used to explicitly support the
algorithm development process. A first example is described by Chiarandini et al. [19] who used
F-Race to design a hybrid metaheuristic for the university-course timetabling problem. In their
work they have adopted F-Race in a semi-automatic way. They observed the algorithm candidates
that were maintained in a race and based on this information they generated new algorithm
candidates that were then manually added to the ongoing race. In fact, one of these newly injected
candidate algorithms was finally the best performing algorithm in an international timetabling
competition (see also http://www.idsia.ch/Files/ttcomp2002).

The PhD work of Matthijs den Besten [24] provides an empirical investigation into the applica-
tion of ILS to solve a range of deterministic scheduling problems with tardiness penalties. Racing,
in general, and F-Race, in particular, is a very important ingredient throughout the algorithm de-
velopment and calibration. The ILS algorithms are built in a modular way and F-Race is applied
to assess each combination of modular components of the algorithm.

Comparison of F-Race to other methods There have been some comparisons of F-Race with
other racing algorithms. Some preliminary results comparing F-Race and t-test based racing
techniques are presented by Birattari [11, 12], showing that F-Race typically performs best.

Yuan and Gallagher [49] discuss the use of F-Race for the empirical evaluation of evolutionary
algorithms. They also use an algorithm called A-Race, where the family-wise test is based on the
analysis of variance (ANOVA) method. From the experiments they conduct, they conclude that
their version of an F-Race obtains better results than A-Race.

Caelen and Bontempi in their work [17] compare five techniques from various communities on a
model selection task. The techniques compared are (i) a two-stage selection technique proposed in
the stochastic simulation community, (ii) a stochastic dynamic programming approach conceived to
address the multi-armed bandit problem, (iii) a racing method, (iv) a greedy approach, (v) a round-
search technique. F-Race is mentioned and applied for comparison purposes. The comparison
results shows that the bandit strategy yields the most promising performance when the sample
size is small, but F-Race outperforms other techniques when the sample size is sufficiently large.

Extensions and Hybrids of F-Race. The F-Race algorithm has been adopted as a module
integrated into an ACO algorithm framework for tackling combinatorial optimization problems
under uncertainty [13]. The resulting algorithm is called ACO/F-Race and it uses F-Race to
determine the best of a set of candidate solutions generated by the ACO algorithm. In later
work by Balaprakash et al. [3] on the application of estimation-based ACO algorithms to the
probabilistic traveling salesman problem the Friedman test is replaced by an ANOVA.

Yuan and Gallagher [50, 51] propose an approach to tune evolutionary algorithms by hybridiz-
ing Meta-EA and F-Race. Meta-EA is an approach that uses various genetic operators to tune the
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parameters of EAs. It is reported that one major difficulty in Meta-EA is that it cannot handle
effectively categorical parameters. These categorical parameters are usually handled in Meta-EA
by pure random search. The proposed hybridization uses Meta-EA to evolve part of the numerical
parameters and leave the categorical parameters for F-Race. Experiment show that Meta-EA plus
F-Race required only around 12% of the computational effort taken by Meta-EA plus random
search.

7 Summary and Outlook

In this article, we have presented the algorithm configuration problem that F-Race tackles and
have given a detailed review of the method. F-Race essentially is selection method of the best
algorithm configuration under stochastic evaluations. As such, it is a method that is independent
of the way the candidate configurations are sampled. In a next step, we have introduced the family
of iterated F-Race algorithms, where the sampling of new candidate configurations is done through
probability models that are iteratively refined.

There is a significant number of possible extensions and adaptations of the F-Race method.
In fact, any mixed-integer (stochastic) optimization techniques could at least in principle provide
the sampling method for an iterated F-Race. A part of our current research is actually devoted to
this observation. We are currently studying the usage of F-Race on top of continuous optimization
methods and first results show statistically significant advantages over strategies using a fixed
sample size. Combinations of F-Race with other methods for parameter tuning such as SPO [5]
and local search approaches [29] may also be useful. Finally, we believe that the ideas on which
F-Race is based can be also fruitful for other tasks than algorithm tuning. In fact, we envision that
especially applications to stochastic optimization problems may benefit very much, ACO/F-Race
[13] being a first such successful example.
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IRIDIA, Université Libre de Bruxelles, Brussels, Belgium, 2004.

[11] M. Birattari. The Problem of Tuning Metaheuristics as Seen from a Machine Learning Per-
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