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1 Introduction

The present work deals with approaches to control the parameters of Ant Colony Op-

timization (ACO) algorithms for the Traveling Salesman Problem (TSP). The TSP is a

combinatorial optimization problem. It is concerned with a salesman that needs to plan a

tour on which he visits a given set of n cities before finally returning to his starting point.

The goal is to find the order in which he should visit the cities so that the overall length of

the tour is minimized. Many practical applications of the TSP exist, such as tour planning

for packet delivery services.

Many popular methods to solve the TSP model it as a graph problem. The nodes in

the graph represent the cities, which the salesman needs to visit and the edges correspond

to the available connections. The edges are assigned a weight dij that corresponds to the

distance between the two neighboring cities i and j. To simplify the model, the graph is

fully connected and the salesman is obliged to visit every city exactly once. As the present

work deals with the symmetric TSP, the edges in the graph are undirected, i.e., the distance

that needs to be traveled to get from city i to city j is the same as in the opposite direction.

In terms of graph theory, finding the salesman’s optimal tour corresponds to finding the

shortest Hamilton cycle in the graph.

The TSP is of particular interest in an optimization context because it is a NP-hard

problem, i.e., there is no optimization technique that generally solves it in polynomial time

[19]. Therefore, large TSP instances are typically solved using heuristic approaches, i.e.,

methods that derive rather good solutions within a relatively short amount of time, but

which do not guarantee the optimality of the returned result.

This is where Ant Colony Optimization comes into play. ACO algorithms are heuristic

methods that mimic the foraging behavior of real ants. When a real ant finds a food

source, it will determine the desirability of using this food source, which may be impacted

by the amount of food that was found or its distance to the nest. While traveling back to

the nest, the ant marks its way with a chemical known as pheromone. For some real ant

species, the amount of deposited pheromone depends on the desirability of using the food

source.

Whenever another ant explores the region around the nest on its search for food, the

trail it chooses will be biased towards directions in which it senses a lot of pheromone on

the ground. Over time, this eventually leads to more and more ants using the promising

paths and depositing additional pheromone on them. Should the reserves at a popular food

source get depleted over time, the natural evaporation of the chemical gives the pheromone

trails the chance to adapt to the new situation.

It should be noted that the ants do not communicate directly. The only way they

exchange information is by depositing pheromone on promising trails. This type of com-

munication by means of physical modifications of the environment is called stigmergy.
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Using the previously introduced graph representation of the TSP, the same principle can

be used to create a computer algorithm in which m artificial ants evolve possible choices

for the salesman’s tour. Instead of looking for food in a natural environment, the artificial

ants travel the graph, trying to construct tours of minimal length that pass by each node

exactly once. As an equivalent to the real ants’ pheromone trails, each edge in the graph

stores a value reflecting the amount of artificial pheromone that has been deposited on it.

The artificial ants’ tour construction process can be depicted as a sequence of decisions,

which city to choose next. A particular unvisited city’s chance of being selected depends on

three factors: a) the amount of pheromone on the edge leading to that city, b) a heuristic

value reflecting the length of this edge, and c) a certain degree of random exploration.

The use of the heuristic value allows the ant to take into account her potential choices’

immediate cost. After all ants returned to the node from which they started, artificial

pheromone is registered on the edges used by the ants. The shorter the tour constructed

by an ant, the larger is the amount of pheromone that is added on the edges it used in

its tour. To simulate the evaporation of the pheromone, all edges’ pheromone levels are

decreased by a certain percentage before the pheromone deposit takes place.

This process (i.e., tour construction and pheromone update) is consecutively repeated

until the algorithm run is eventually terminated. Certain edges that are frequently en-

countered as part of short tours will obtain high pheromone levels, which increases their

chance of being selected in subsequent iterations.

An ACO algorithm’s strength in solving optimization problems like the TSP is funda-

mentally based on its ability to balance two factors. On the one hand, the algorithm needs

to be able to focus on promising regions of the search space by exploiting the knowledge

that gets evolved in the form of the edges’ different pheromone levels. On the other hand,

a sufficient exploration of the search space needs to be ensured by introducing the right

amount of diversity into the tour construction process. In order to establish and sustain

this balance, choosing a good parameter configuration is crucial.

Typically, a fair amount of research is done on determining good static parameter set-

tings. However, the obtained configurations are usually dependent on the algorithm’s

runtime, at the end of which the achieved solution quality is evaluated. Measuring the

performance after a different period of time would oftentimes lead to the identification

of other parameter settings that are better suited to that situation. This indicates that

different parameter settings may be optimal during different stages of the run.

One could argue further that in the case of non-deterministic search methods, such as

ACO, taking only static criteria into account may be insufficient. A parameter config-

uration’s performance in a specific situation may also depend on factors inherent in the

search processes’ state at that particular point in time. E.g., when observing a stagnation

of the search (i.e., most ants keep constructing the same tours), changing parameters to

intensify the exploration of the search space would be an appropriate choice to improve

algorithm performance. However, doing the same in a situation without stagnation may

oftentimes impair the algorithm’s performance.

Motivated by these needs, it is the main concern of this thesis to investigate possible

options to set ACO parameters in a way that ensures a reasonably good performance for

a rather large bandwidth of different runtimes.
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The remainder of this document is structured as follows. Chapter 2 provides the reader

with a more detailed insight into ACO algorithms. Four popular variants are illustrated

with respect to the functionality they share and what their differences are. The third

chapter starts by reviewing a classification scheme for parameter setting methods. It

then uses the introduced terminology to present a survey of related work in the fields of

Evolutionary Algorithms and Ant Colony Optimization. Details on the experimental setup

used in three subsequently presented experimental studies are provided in chapter 4. The

first study, which is presented in chapter 5, investigates the trade-off between different fixed

parameter settings. Chapter 6 presents results for a series of methods that use predefined

schedules to change an ACO algorithm’s parameters while it is executed. Finally, chapter

7 introduces and evaluates an adaptive ACO variant, i.e., a method changing an algorithm

parameter based on how certain characteristics of the search process develop. The work

is concluded in chapter 8, which also gives some suggestions on how it could be continued

in the future.
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2 Ant Colony Optimization

The following sections will introduce the reader to four Ant Colony Optimization algo-

rithms, which researchers examined in a TSP context. Ant system, as explained in section

2.1, has been chosen primarily for historical reasons. It was the first ACO approach

to be published and served as the basis for the other methods illustrated in this chap-

ter. Sections 2.2 through 2.4 introduce Ant Colony System, MAX-MIN Ant System, and

Rank-based Ant System, which are essentially extensions of Ant System. Even though

Rank-based Ant System did not receive as much attention in literature as the previous

two approaches, the underlying concept appeared promising and performance gains were

expected from optimizing its parameters.

In parts, this chapter draws from chapter 3 of the book on ACO published by Dorigo

and Stützle [22] in 2004, which the interested reader may use as a source for an in-depth

study of the topic.

2.1 Ant System

As previously mentioned, Ant System (AS) was the first ACO approach to be published

and various extensions of it exist. For an overview of the latter, the reader is referred

to the book by Dorigo and Stützle. What today is commonly identified as Ant System

corresponds to one out of three algorithm variants proposed by Dorigo et al. [20] in 1991.

For performance reasons, the research community focused on the variant introduced as

ant-cycle and abandoned ant-density and ant-quantity.

The general structure of any ACO algorithm, and thus also AS, is relatively simple.

Starting with an initialization of the algorithm, iteration after iteration all ants first con-

struct their tour and then update the pheromone trails accordingly. In an extended sce-

nario (i.e., an optional case), a local search method can be used to improve the ants’ tours

before updating the pheromone. This idea is summarized in the following pseudo code (a

similar representation is used in [22]):

initialization();

while (not(terminationCriterionTrue())) {

constructAntTours();

if (useOptionalLocalSearch)

applyLocalSearch();

updatePheromones();

}

Subsequently, these steps are examined in more detail. The list below gives an overview

of the variables and parameters that will be used. This overview as well as subsequent
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ones will show user-provided parameters separate from those that are introduced primarily

to illustrate the algorithm’s functionality. Variables will be shown before sets, both in

alphabetical order. A complete list of all used designators can be found on page 77, i.e.,

at the end of this thesis.

α relative influence of the pheromone trail during tour construction

β relative influence of the heuristic values during tour construction

m number of ants

n number of cities

ρ pheromone evaporation level for the global pheromone update

Ck cost, resp. length of the tour built by ant k

Cnn cost, resp. length of a nearest neighbor tour

dij distance from city i to city j

ηij heuristic value of the edge between city i and city j

rpp
k
ij probability with which ant k, located at city i, continues its tour to

city j according to the random proportional rule

τ0 initial pheromone level

τij pheromone on edge between cities i and j

τpij value of τij prior to applying a specific update

∆τkij amount of pheromone deposited by ant k on the edge between

cities i and j

M set of all ants

N set of all cities

Nk
i set of cities that ant k has not yet visited when being at city i

T k tour generated by ant k (i.e., an ordered set of edges)

The remainder of this section puts the above into context while illustrating the algo-

rithm’s functionality. What follows will be structured according to the ACO pseudo code

shown at the beginning of this section.

Initialization: An ACO algorithm’s initialization phase is generally concerned with get-

ting values assigned to all parameters and with setting up the pheromone trails (i.e., all

edges between cities are assigned an initial amount of pheromone). Formula 2.1 determines

the initial pheromone level τ0 as used in AS:

τ0 =
m

Cnn
(2.1)

The intuition behind the formula is to have roughly as much pheromone on all edges as

would typically be deposited in one iteration, if all ants had used the specific edge. The

value for τ0 comes about as there are m ants (i.e., a parameter specified by the user) which
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each deposit an amount of pheromone that is inversely related to the length of their tour.

The value Cnn is a crude approximation of the possible range of tour lengths generated

by the ants. It is determined using the nearest neighbor heuristic [45] starting from a

randomly chosen city.

It is important to start from a reasonably sized pheromone level τ0. Too large values

would require a lot of pheromone to be evaporated before the ants’ pheromone traces are

able to impact the search in a relevant manner. For too small values however, the tours

generated in the first iterations would impact the search too strongly. The latter would

possibly enforce the detailed exploration of suboptimal regions of the search space.

Somewhat different formulas for τ0 exist for Ant Colony System, MAX-MIN Ant System

and Rank-based Ant System and will be introduced in the respective sections.

Equation 2.2 derives the heuristic value ηij for all edges. The latter is inversely related to

the respective distance. I.e., the smaller the distance, the higher is the heuristic desirability

to choose an edge.

ηij =
1

dij + 0.1
∀i, j ∈ N (2.2)

In the present implementation, the distance is increased by a small constant to account

for the possible case of a zero distance (i.e., to avoid a division by zero). Zero distances

can be encountered as the algorithm uses the Euclidean distance between cities, rounded

to the nearest whole number. The value of 0.1 can be considered appropriate in the given

context as typical distances in the used problem instances are larger by several orders of

magnitude. Thus, the heuristic information is not significantly falsified by this adaptation.

The reader should also note that the precision of the heuristic information does not have

any impact on the algorithm’s accuracy in measuring a tour’s length, i.e., on its ability to

assess the quality of a solution.

Tour construction: The first step to be repeated in every iteration of an ACO algorithm

is the tour construction. Generally, ant algorithms work with a population ofm ants, which

each construct one possible solution per algorithm iteration. Starting at a random city,

an ant constructs a tour (i.e., a solution to the TSP), visiting each city exactly once and

finally returning to the one where it started. At each city, the next city is chosen according

to the random proportional rule. By means of equations 2.3 and 2.4, the ant determines

the probability of moving from its present location, which is identified by index i, to the

city with index j.

rpp
k
ij =

(τij)
α · (ηij)β∑

l∈Nk
i

(τil)α · (ηil)β
∀k ∈M, i ∈ N, j ∈ Nk

i (2.3)

rpp
k
ij = 0 ∀k ∈M, i ∈ N, j /∈ Nk

i (2.4)

Nk
i denotes the feasible neighborhood of ant k when located at city i, i.e., the cities

the ant has not yet visited on its tour. The probability to choose a previously unvisited

city is based on the term (τij)
α · (ηij)β. The latter combines the pheromone located on

an edge with its heuristic value in a multiplicative manner. Accordingly, in the general

case (α, β > 0), the probability of choosing a specific edge increases with both, the size
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of its heuristic value and the amount of pheromone deposited on it. The ratio of α and

β controls the relative importance of pheromone and heuristic information. Even though

there was some interest in the past in finding optimal values for both parameters, most

present work keeps α stable at 1.0 while choosing a β larger than 1.0.

After all ants constructed their tours and before updating the pheromones, there is the

possibility to apply a local search method to the tours built by the ants. Generally, all

such methods try to improve a given solution (i.e., a tour built by an ant) by examining

the solution space close to it. If a local search method is applied, the algorithm uses

the improved solutions it generates during the subsequently described pheromone update.

Without local search, the update is performed with the original tours as constructed by

the ants. More information on the respective method used in the present work and the

circumstances under which it is applied are provided in subsection 4.2.3.

Pheromone update: As the next step in standard Ant System, all ants update the

pheromone on the tours they built. Equation 2.5 depicts the pheromone update rule.

τij = (1− ρ) · τpij +
∑
k∈M

∆τkij ∀i, j ∈ N (2.5)

It reflects the evaporation of previously deposited pheromone as well as the deposit of

new pheromone by the ants. The pheromone level prior to the update, herein denoted as

τpij , is in a first step reduced by a fixed percentage determined by the algorithm parameter

ρ. Subsequently, the pheromone on an edge is increased by a value ∆τkij for each ant k

that used it in its tour. Equations 2.6 and 2.7 define the amount by which the pheromone

values increase.

∆τkij = 1/Ck ∀(i, j) ∈ T k, k ∈M (2.6)

∆τkij = 0 ∀(i, j) /∈ T k, k ∈M (2.7)

Each ant increases the edges it travels by an amount inversely proportional to the length

of its tour; i.e., ants with long tours deposit less pheromone than ants with shorter tours.

An ant k’s tour T k is a set of tuples (i, j) describing the end points of the different edges

composing the tour, ordered in the way they were visited by the ant. The intuitive notion

of a tour’s length is explicitly defined by equation 2.8 as the sum of the traveled edges’

length.

Ck =
∑

(i,j)∈Tk
dij ∀k ∈M (2.8)

2.2 Ant Colony System

Ant Colony System (ACS) was proposed by Dorigo and Gambardella [21] in 1997 as an

extension of AS. Even though the two algorithms have much in common, all major phases

(i.e., initialization, tour construction, and pheromone update) bear differences.
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Initialization: For ACS, the choice of the initial pheromone level (i.e., τ0) is a different

one. Equation 2.1 is replaced by equation 2.9, thereby lowering τ0 by a factor of (m · n).

τ0 =
1

n · Cnn
(2.9)

Tour construction: The ACS tour construction process comes with a series of inno-

vations compared to AS. In this context, three new parameters and two new variables will

be used. Again, the former can be changed by the algorithm user, while the latter are

utilized solely in explaining the algorithm’s functionality.

cand number of cities on the candidate list

q0 probability of simply choosing the best city according to the random

proportional rule instead of applying the rule as described for AS

ξ pheromone evaporation level for the local pheromone update

bs alias for the best-so-far ant, resp. tour

ppp
k
ij probability with which ant k, located at city i, continues its tour to

city j according to the pseudorandom proportional rule

The first innovation is concerned with the way the ants choose the next city to go to. Ant

System uses the random proportional rule (i.e., equation 2.3) to determine a probability of

selection for each unvisited neighboring city. The ACS approach is based on these values,

but strongly boosts the use of the city having the highest probability rpp
k
ij . A parameter

q0 determines the probability of choosing this best city instead of distributing the chances

proportional to the rpp
k
il. The latter is done only with the remaining probability of (1−q0).

This new behavior has been labeled pseudorandom proportional selection of the next city.

Its effect on the respective selection probabilities is captured in the following equations:

ppp
k
ij = q0 + (1− q0) · rppkij ∀i, j ∈ N, k ∈M : j = argmaxl∈Nk

i

{
rpp

k
il

}
(2.10)

ppp
k
ij = (1− q0) · rppkij ∀i, j ∈ N, k ∈M : j 6= argmaxl∈Nk

i

{
rpp

k
il

}
(2.11)

It needs to be noted that in contrast to AS, ACS uses a fixed value of α equal to 1.0 in

the random proportional rule.

The second innovation with respect to tour construction deals with pheromone evap-

oration. While AS uses evaporation only as part of the so-called global pheromone trail

update (i.e., after all tours were constructed), ACS also evaporates pheromone during the

construction phase. Generally, as an ant moves from city to city, it removes some phero-

mone from the edges it uses. This behavior encourages a more exploring behavior of the

algorithm by making previously chosen edges less desirable. This effectively prevents a

stagnation of the search [21]. The new parameter ξ ∈ [0, 1] determines the strength of this

new type of evaporation, which has been labeled local pheromone trail update:

τij = (1− ξ) · τpij + ξ · τ0 ∀(i, j) ∈ T k, k ∈M (2.12)

9



This rule is applied each time an ant k takes a construction step, the variables i and

j referring to the endpoints of the edge it just added. The term ξ · τ0 ensures that the

amount of pheromone on all used trails approaches its initialization level, i.e., that it does

not converge towards 0. The designator τpij again refers to the value of τij before the

respective update.

A third difference to AS tour construction is the explicit use of a parallel tour construc-

tion method. In AS, it does not matter whether the tours get constructed in parallel or one

after the other, because tour construction and pheromone update are executed as separate

sequential steps. This is no longer the case, when taking the local pheromone update of

ACS into account. In ACS, the whole population constructs their tours at the same time.

I.e., the whole population does exactly one step (extends its tour by one more city) before

any ant makes the next step. This way, the choice an ant makes in a particular step of the

tour construction can directly impact the decisions made by other ants within the same

iteration.

Another innovation to be pointed out here is a speedup technique used in ACS, namely

candidate lists. When choosing the next city during tour construction, the algorithm would

in a first step consider only the cand nearest neighbors of the city. Only if all cities on

that list were already visited, the remaining cities are considered. Due to performance

gains related to the use of candidate lists, the concept was adopted in other ACO algo-

rithms, among them the subsequently described MAX-MIN Ant System and Rank-based

Ant System.

Pheromone update: The AS pheromone update has been significantly simplified (i.e.,

reduced in computational complexity) in ACS. Instead of evaporating pheromone on all

edges in the network and depositing pheromone on all edges used by the ants, ACS uses

only the best found tour. The superscript bs, which is commonly used in this context, is

derived from the notion of the best-so-far ant. Accordingly, T bs refers to the shortest tour

discovered so far. Equation 2.13 illustrates the global pheromone trail update as typically

implemented in ACS.

τij = (1− ρ) · τpij + ρ ·∆τ bsij ∀(i, j) ∈ T bs (2.13)

It should be noted that ∆τ bsij - again derived using formula 2.6 - is not added at its full

value. The evaporation factor ρ is effectively used as a learning rate, which permits for a

less abrupt transition between pheromone levels.

An interesting effect of the proposed changes compared to AS is the implicit introduction

of lower and upper pheromone bounds for all connections between cities. While equation

2.12 ensures that no edge’s pheromone level drops below τ0, the ACS’ global pheromone

trail update (i.e., equation 2.13) implicitly sets 1/Cbs as an upper bound for the phero-

mone values. For more details on this reasoning, the reader is referred to the book by

Dorigo and Stützle [22].
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2.3 MAX-MIN Ant System

Stützle and Hoos [74] proposed another variant of AS in 1996. Its name MAX-MIN Ant

System (MMAS) is derived from the fact that it enforces a permissible value range for the

pheromone values (i.e., it explicitly defines a maximal and a minimal pheromone value).

In the following, the algorithm’s differences compared to AS will be examined step by step.

Two new algorithm parameters and several new variables will be used in this context:

gτ factor determining the size of τmin relative to τmax for

setups with local search

λ sensitivity of the λ-branching factor

avg average number of different choices available to an ant

at each step while constructing a solution

best alias for the ant, resp. tour used in the pheromone update

f iλ λ-branching factor of city i ∈ N

favgλ average λ-branching factor of all cities i ∈ N

f restartλ threshold with respect to favgλ that in combination with other

factors triggers a pheromone re-initialization in MMAS

ib alias for the iteration-best ant, resp. tour

iterstagmin minimum number of iterations without improvement before a

restart may be triggered

rb alias for the restart-best ant, resp. tour

τmin minimal pheromone value permitted on any edge

τmax maximal pheromone value permitted on any edge

τ imin lowest pheromone value on any edge incident to city i ∈ N

τ imax largest pheromone value on any edge incident to city i ∈ N

S set of all possible algorithm setups, resp. configurations

Sls set of s ∈ S that use a local search method

Sls set of s ∈ S that do not use a local search method

Initialization: Two differences exist with respect to algorithm initialization. The first

one is the use of a different initial pheromone level τ0, as already seen for ACS. The second

one, more of an innovation, is the fact that the pheromones are re-initialized during the

run, whenever the search stagnates.

In contrast to ACS, which initializes the pheromone values with the smallest permissible

value, MMAS uses its upper bound for the pheromone trails. Equation 2.14 describes how

the value of τmax is updated during an algorithm run.

τmax =
1

ρ · Cbs
(2.14)
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As the best known solution decreases during a run, the algorithm slowly increases the

highest permissible pheromone value. Equation 2.15 derives the algorithm’s initial phero-

mone level by using a nearest neighbor estimate of the tour length.

τ0 =
1

ρ · Cnn
(2.15)

In the case of a re-initialization of the pheromone trails, all pheromone levels are reset

to τmax. The stagnation of the search, which is the precondition for the pheromone

values to be re-initialized, is determined using the λ-branching factor [21]. If the overall

average of this city-specific measure stays below a certain threshold for some time, a re-

initialization takes place. A city’s λ-branching factor reflects the number of incident edges

that have a pheromone value exceeding the smallest value on any of the incident edges

by some minimum quantity. The latter is determined based on the size of the smallest

and the largest pheromone value incident to the city, as well as the value of the parameter

λ ∈ [0, 1]. Equation 2.16 formally describes the determination of the λ-branching factor

for a city i as the number of τij fulfilling the respective condition.

f iλ =
∣∣{τij |j ∈ N, τij ≥ τ imin + λ · (τ imax − τ imin)

}∣∣ ∀i ∈ N (2.16)

The variables τ imin and τ imax refer to the minimum, respectively maximum of the phero-

mone levels τij on edges adjacent to a city i. When choosing a reasonably small value for

λ, the cities’ average branching factor (see equation 2.17) approaches the value 2.0, as the

pheromone values converge.

favgλ =
1

n
·
∑
i∈N

f iλ (2.17)

This is due to the fact that in the case of search stagnation, most ants construct the

same tour and accordingly, two incident edges of each city would receive by far the most

pheromone. Thus, the pheromone values are re-initialized whenever this average value

stays below a threshold f restartλ > 2 (see condition 2.18) without any improvement of the

best known solution for a minimum number of iterations iterstagmin .

favgλ ≤ f restartλ (2.18)

Tour construction: With respect to this algorithm component, no differences to Ant

System were introduced in standard MMAS. However, the same does not hold for a mod-

ified version of MMAS which will be characterized towards the end of this section.

Pheromone update: The MMAS pheromone trail update starts with the evaporation

of pheromone from all edges. This is illustrated by equation 2.19, which at the same time

handles the pheromone deposit:

τij = (1− ρ) · τpij + ∆τ bestij ∀i, j ∈ N (2.19)

∆τ bestij = 1/Cbest ∀(i, j) ∈ T best (2.20)

∆τ bestij = 0 ∀(i, j) /∈ T best (2.21)
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Formulas 2.20 and 2.21 determine the amount of pheromone that is added, which is

effectively computed in the same way as previously done for AS (see equation 2.6). However

in MMAS, different choices with respect to the tour receiving the additional pheromone

(i.e., T best) are possible. While, e.g., ACS always chooses the best-so-far ant’s tour T bs,

MMAS also uses the iteration-best ant’s tour T ib as well as the restart-best ant’s tour T rb

(i.e., the best tour found since the last pheromone reset) in some situations. The choice,

which tour to update is typically implemented as a fixed schedule, choosing the former

among others based the iteration counter iter and the fact whether or not local search is

used in the present configuration.

While more complex schedules have been proposed in literature [22], the present work

uses a rather simple approach. With local search, only the restart-best tour is used.

Without local search, the latter is used only every 25 iterations, while the iteration-best

tour is updated for the remainder of the time.

Another aspect to be considered with respect to the pheromone trail update is the

maximal and minimal pheromone trail limits from which MMAS derives its name. The

upper limit τmax has already been introduced in formula 2.14 and it is enforced implicitly,

i.e., the combined effect of evaporation and pheromone deposit ensures that it is never

exceeded. In contrast to this, MMAS manually enforces the minimal pheromone level

τmin after each iteration.

Different formulas for τmin are used based on whether local search is applied or not. In

the local search case, equation 2.22 derives the lowest permitted pheromone level based on

τmax, a fixed factor gτ , and the problem size n. For applications without local search, the

relationship of the pheromone trail limits is more complex (see equations 2.23 and 2.24).

More details on the underlying reasoning are provided by Stützle and Hoos [76].

τmin =
τmax
gτ · n

∀s ∈ Sls (2.22)

τmin = τmax ·
1− n
√

0.05
n
√

0.05 · (avg − 1)
∀s ∈ Sls (2.23)

avg =
cand+ 1

2
+ 1 (2.24)

A new algorithm variant: While the above describes standard MMAS, there is one more

variant of MMAS that is examined in the present work. It makes use of the pseudorandom

proportional action choice rule as applied in ACS. That means the ants use equations 2.10

and 2.11 instead of 2.3 and 2.4 to choose the next city during tour construction. Besides

this difference, the two approaches are the same. This idea has previously been explored

by Stützle [73], respectively Stützle and Hoos [75]. In the following, the adapted variant

will be referred to as MMASq0. The latter refers to the additional parameter q0 that

becomes necessary when using the pseudorandom proportional rule.
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2.4 Rank-based Ant System

Rank-based Ant System (RANKBAS) has been proposed by Bullnheimer et al. [12] in

1999. As in MMAS, the implementation used in the present work sets τ0 according to

equation 2.15. However, the main idea underlying the development of RANKBAS is con-

cerned with how the ants deposit the pheromone.

Pheromone update: To illustrate this idea in more detail, the previously described

algorithms’ update rules will be quickly revisited. In AS, all m ants deposit pheromone on

their tours. Due to the nature of the pheromone update rule (i.e., each ant k deposits 1/Ck

pheromone on the edges it used), small differences in tour length also lead to relatively

small differences in the deposited pheromone. ACS and MMAS take a different approach.

They use only one ant per iteration for the pheromone deposit (i.e., the best-so-far, the

restart-best, or the iteration-best ant). While AS has a relatively small focus on good

solutions, one may argue that ACS and MMAS overly fortify tours that are at least as

good as the present iteration’s best ant’s solution while ignoring the others.

Bullnheimer et al. introduce an approach that tries to find a balance between taking

solutions into account that are inferior to the iteration-best while still ensuring an elitist

behavior of the algorithm. They rank each iteration’s solutions based on their solution

quality and have the best w−1 solutions deposit an amount of pheromone that is weighted

depending on the individual rank. In addition, the best-so-far tour receives the highest

amount of pheromone. Accordingly, a new user-provided parameter is required:

w number of ants that deposit pheromone in RANKBAS

RANKBAS’ pheromone update rule may look somewhat lengthy at first sight. However,

it is easily derived as subsequently explained:

τij = (1− ρ) · τpij + w ·∆τ bsij +
w−1∑
r=1

(
(w − r) ·∆τ rij

)
∀i, j ∈ N (2.25)

Essentially, the term for τij is composed of three parts. The first is common to all

previously characterized ACO algorithms. It reflects the pheromone evaporation. The

second part of the sum reflects the pheromone that is added on the best-so-far tour. It

is weighted by the parameter w, which is the highest weight used for any of the tours in

the pheromone update. The sum in the formula’s third part implements the pheromone

deposit for the tours ranked on positions 1 through w − 1. They receive weights in the

opposite order of their rank, i.e., a tour ranked r is weighted with w − r. The values

for ∆τ bsij and ∆τ rij are again computed according to equations 2.6 and 2.7. In this con-

text, it should be noted that the index r used in ∆τ rij identifies an ant by means of its rank.

Many different algorithm parameters were introduced in this chapter. Subsection 4.2.1

gives an overview of the reference configurations for ACS, MMAS, MMASq0, and RANK-

BAS. Changes to these reference configurations, which are performed as part of the compu-

tational studies presented in chapters 5 through 7, are described in the respective chapters.
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3 Parameter Optimization

Practitioners as well as researchers working with heuristic methods are mostly aware of

the importance of using ”good” parameter settings. An algorithm’s performance is typi-

cally crucially dependent on choosing parameter values that reflect general requirements

of the used method, e.g., by factoring in interdependencies between different parameters.

To achieve peak performance, some methods even require their parameters to account for

particular characteristics of the considered problem instance. Thus, it may not be surpris-

ing to note that first research on how to set a method’s parameters is oftentimes published

in close timewise proximity to the method itself. Interestingly, even rather complex ap-

proaches to parameter setting are sometimes developed only little later. With respect to

the field of Evolutionary Algorithms (EAs), two noteworthy examples are Rechenberg’s

1973 work on adaptive mutation [60] or Rosenberg’s 1967 PhD thesis proposing the adap-

tation of parameters during the run of a Genetic Algorithm (GA) [62]. Since then, a large

body of literature has evolved. In order to be able to clearly distinguish and categorize the

different approaches, various classification schemes were proposed. Section 3.1 introduces

a recent scheme by Eiben et al. [27]. Using its terminology, section 3.2 gives an overview

of related work. After examining previous research in EAs in subsection 3.2.1, subsection

3.2.2 summarizes approaches that were proposed in the context of ACO.

3.1 Classification of Parameter Setting Techniques

Many different classification schemes have been proposed that allow to distinguish differ-

ent classes of parameter setting techniques. While the development of new classification

topologies is sometimes pursued by researchers as a research subject by itself, the present

work utilizes the former more from a practical point of view, rather than evaluating a

specific scheme’s advantages and disadvantages.

The present section briefly discusses the classification as proposed by Eiben et al. [27].

It has been chosen for two reasons. First, it is general enough to be applied to a broad

context, i.e., its categorical structure is not limited to a specific application domain (e.g.,

by using strictly GA-specific dimensions). Second, it has been found to capture most

relevant details in an ACO context, while utilizing a widely accepted terminology base.

In fact, the main reason for introducing a classification scheme in the present work is

to provide a clear-cut vocabulary to be used - not only - in the subsequent literature re-

view (see section 3.2). The use of a uniform vocabulary will prevent confusion about the

meaning of specific terms in the given context and will allow for an unambiguous discus-

sion of the different parameter setting techniques to be introduced hereafter. Eiben et al.

start their classification scheme by splitting parameter setting techniques into two major

groups. In a first step, they distinguish parameter tuning from parameter control.
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3.1.1 Parameter Tuning

The term parameter tuning denotes all procedures that are executed offline, i.e., before

the relevant problem-solving run of the algorithm takes place. Effectively, a method can

be considered parameter tuning if it determines the parameter values a priori and then

executes the algorithm with static parameter settings. This explicitly includes simple

approaches like manual trial and error or full factorial test designs (i.e., running the algo-

rithm with all possible combinations from a reasonably discretized set of parameter values

to ensure capturing all relevant trade-offs).

There are also more sophisticated methods that fall into this category. A first group

of approaches typically applies a more or less fully fledged problem solver (e.g., a genetic

algorithm) to tune the primary (i.e., the problem solving) algorithm. In such scenarios,

the genetic algorithm sets the parameters of the problem solving algorithm and executes

a full run of the latter for each parameter setting it comes up with. The algorithm’s

performance with that specific parameter setting is then evaluated and used to guide the

exploration of the parameter space towards better performing regions. Eventually, the GA

returns the best-performing parameter setting it found, which can consecutively be used

as a tuned setting for running the problem solving algorithm. Examples of such methods

will be given in the next section.

Another class of rather sophisticated methods approaches the tuning problem from a

more mathematical perspective, i.e., by means of a statistical analysis of the parameter

space. One such method will be reviewed in subsection 3.2.3.

3.1.2 Parameter Control

In contrast to parameter tuning, parameter control includes all methods changing an

algorithm’s parameters in the course of its run. This is where the main focus of the

present work will be. Eiben et al. further subdivide this second group of methods by

asking a set of three questions:

• How is it done?

• Which evidence is used?

• What is changed by the technique?

These questions will be discussed further in the following.

How is it done? With respect to how parameter control may be put into practice,

the authors propose three different categories: deterministic, adaptive, and self-adaptive

approaches.

Deterministic parameter control comprises all methods that change parameters accord-

ing to some predefined schedule, i.e., independent of run-specific (in some sense non-

deterministic) developments of the algorithm execution. One can, e.g., think of the pa-

rameters as being changed as a function of the iteration counter. In an ACO case, the

latter typically refers to the number of executions of the algorithm’s main loop. This is

preferable to CPU time, because the iteration counter does not depend on the particular

hardware.
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The second category is referred to as adaptive parameter control. In contrast to the

previous group of methods, adaptive approaches take decisions (i.e., change parameters)

based on characteristics of the algorithm run. One typical representative of this category

are rule-based approaches. These change parameters whenever a run-dependent measure

fulfills a specific condition, respectively rule (e.g., when it hits a fixed threshold or when

it reaches a specific ratio compared to some other measure). A second type of adaptive

procedure that is frequently encountered in literature are meta-algorithms that control the

parameters of the problem-solving algorithm in the course of its run. As a similar case has

been illustrated with respect to offline-tuning, it is important to note the difference. In the

case of adaptive parameter control, the meta-algorithm performs an online-optimization of

the parameters while the problem solving algorithm is executed. In the parameter tuning

case, the additional algorithm was used to determine a good set of parameters offline, i.e.,

before the relevant run of the primary algorithm.

The third and last type of parameter control is considered self-adaptive. In this case,

some of the problem’s parameters are included in the algorithm’s internal representation

of potential solutions to the problem. Accordingly, while the algorithm evolves solutions to

the problem at hand, it also evolves possible choices for its own parameters. As this concept

may not be intuitive at first sight, it will be illustrated using a short example from the field

of Genetic Algorithms. Readers not familiar with the basic concepts used in this context

may have to refer to literature [33] [5] for further details. A Genetic Algorithm would typ-

ically encode a problem solution as a series of genes, e.g., X1X2X3X4X5X6X7X8X9X10.

Adding further genes that encode algorithm parameters P 1 and P 2 could lead to something

like X1X2X3X4X5X6X7X8X9X10P
1
1P

1
2P

2
1P

2
2P

2
3 where P 1 is encoded using two genes and

P 2 using three, respectively. The additional genes would now be subject to the same

evolutionary process (i.e., the application of reproduction and selection operators) as X1

through X10. Accordingly, while the algorithm evolves the solutions encoded in the in-

dividuals’ genome, it also adapts the contained parameters. For ACO implementations,

Self-Adaptive Parameter Control can be realized by using a second network encoding differ-

ent parameter choices on its edges. Each time, before an ant travels the standard network

representing the problem’s solution space, it would travel the parameter network to choose

its own parameters. The ant would consecutively use these parameters when construct-

ing its tour on the TSP’s network and when updating the pheromone trails. Pheromone

deposit and evaporation on the parameter network could be realized similar to how it

is done in standard ACO. For more details on how to implement Self-Adaptive Param-

eter Control, the reader is referred to the respective work which is referenced in section 3.2.

Which evidence is used? The second question raised by Eiben et al. aims at categorizing

the type of evidence that is used by the mechanism. Absolute and relative evidence were

chosen as the relevant categories.

Evidence is considered absolute, when the absolute size of a measure determines whether

an action is taken (i.e., whether a parameter is changed) or not. Typically, this takes the

form of a measure being compared to a fixed (absolute) threshold and a parameter be-

ing changed only if that threshold is reached. A practical example of absolute evidence

is, e.g., the use of the progress rate (i.e., a measure for the distance from the optimum)
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as an indicator for algorithm convergence. It should be noted that the use of absolute

evidence requires a strong intuition, respectively a reasonably good understanding of the

algorithm’s internal interdependencies. This is necessary as rules based on absolute thresh-

olds essentially require the researcher to be able to predict reasonably well which ranges

are desirable or undesirable for a specific measure, and how the undesirable state can be

left by changing a particular parameter.

This necessity is somewhat offset when using relative evidence as trigger for parameter

changes. In the latter case, one compares two or more measures reflecting different aspects

of the algorithm’s evolution relative to one another. This would, e.g., be the case when

comparing the rate at which applying a specific operator improved the best known solution

(i.e., successful applications relative to total applications) to the respective rate of another

operator. By comparing several measures that are based on the algorithm’s evolution, the

researcher is at least partially relieved from the need to specify good or bad ranges for a

specific measure. In many cases, it may be sufficient to see that the impact of a certain

setting A was better or worse than the effect of an alternative setting B without having

to specify hard thresholds in advance.

What is changed by the technique? This is the third question used by Eiben et

al. to differentiate parameter control techniques. It aims at identifying the aspect of the

algorithm that is ultimately subject to adaptation.

In the past, researchers have adapted various components, respectively parameters of

Evolutionary Algorithms as well as Ant Algorithms. Starting with problem representa-

tion and objective function, different parameters with respect to mutation, crossover and

selection have been adapted. Various approaches to adapt the population size used by the

algorithm have been developed as well as many hybrid schemes (i.e., methods changing

several algorithm components at once). For now, this list will not be detailed any further.

However, section 3.2 will provide the reader with a series of examples for each of these

categories.

The Scope of Change: Initially, Eiben et al. proposed a fourth classification criterion

which was later abandoned for different reasons. In their earlier work they considered the

Scope of the Change to further subdivide the previously illustrated categorical structure

[42]. E.g., a parameter change could have an effect at the level of a full solution (i.e., impact

a whole individual) or at the level of a solution component (e.g., a parameter affecting an

operator’s behavior only on specific genes). It could also impact the full population or have

an effect that is reflected in the behavior of the environment (e.g., changes to the objective

function). Finally, this fourth distinction has been dropped for two reasons. Firstly, in

many specific cases it turned out impossible to clearly depict the scope of a change in an

unambiguous way. Secondly, the scope was discarded as it was primarily a property of the

parameter which is subject to adaptation, but not a property of the adaptation process

itself. Thus, the change’s scope will not be considered any further in the present work.
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3.2 Literature Review

This section gives an overview of previous work done on parameter tuning and control.

First, subsection 3.2.1 will give a general overview of methods that were developed in

the context of Evolutionary Algorithms. It is followed by a subsection doing the same

for Ant Colony Optimization. In general, the focus will be on parameter control rather

than tuning, as this aligns closer with the experimental studies presented in subsequent

chapters. Subsection 3.2.3 will briefly touch upon some general parameter setting concepts

that are applicable to a larger range of algorithm types.

3.2.1 Prior Work on Evolutionary Algorithms

Previous work on Evolutionary Algorithms has been integrated into this literature overview

for several reasons. Both EA and ACO are stochastic, population-based algorithms in-

spired by nature. This leads to the assumption, that some of the ideas developed for

parameter setting on the one algorithm type may transfer to the other. At the same time,

the field of EA had about twenty additional years to mature and thus promises to be a

rich source of inspiration with respect to parameter tuning and control.

Generally, the term Evolutionary Algorithms refers to a family of algorithms. Its most

prominent members, i.e., Genetic Algorithms and Evolution Strategies (ES), are reviewed

in this subsection with respect to parameter setting approaches that were proposed. Read-

ers that are not familiar with these algorithms are referred to the book on GAs by Goldberg

[33] and to an article about ES by Beyer and Schwefel [9] as introductory literature.

Review papers that may be of general interest in this context are work by Hinterding

et al. [42] on adaptation in Evolutionary Computation as well as a book chapter by Eiben

et al. [27] on parameter control in EAs. De Jong [16] published a personal retrospect on

the historical developments since the early days of EAs.

Somewhat similar to the referenced work by Eiben et al., the remainder of this subsec-

tion will be structured based on the parameter, respectively algorithm component that

is subject to adaptation. Following the single components, approaches changing several

parameters or components at once will be introduced. Each of these sub-topics will close

with a brief subsumption on its relevance in the context of Ant Colony Optimization.

Adapting Problem Representation

The first aspect of Evolutionary Algorithms that is discussed here as a potential adaptation

target is the problem representation. In EA terminology, the latter is typically referred

to as the problem coding. The problem coding describes which aspects of the underlying

mathematical problem are reflected, in which specific manner, in the character string

representing an individual in the population. In other words, the coding determines how

potential solutions are represented inside the algorithm.

However, when taking this thought one step further, it becomes clear that the question,

which information to code and how to do it, is a lot more than just a simple design

choice which the algorithm practitioner can take the one or the other way without major

consequences. In practice, it turns out that with the choice of a specific coding, the

developer implicitly limits the possible choices on other algorithm components. At the
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same time, maybe most importantly, it sets the ground for a predictably bad or surprisingly

good performance of the algorithm.

Early work with respect to changing the problem representation was done by Shaefer

[67] in 1987. He proposed the ARGOT strategy, which pertains to the context of classical

GAs. The latter typically discretize a problem’s real-valued variables by mapping them

onto bit strings. Shaefer’s method dynamically changes the value range, respectively the

resolution of the variables’ binary representation. While this may not be intuitive at

first sight, range and resolution of variables may be valuable instruments to adjust the

algorithm’s search behavior. E.g., using a fine (i.e., detailed) resolution of variables when

the algorithm is close to convergence can be helpful to allow it to discover the highest peak

in a locally optimal area of the solution space. However, to discover such areas, it may be

more profitable to quickly screen large parts of the solution space with a more strongly

discretized representation of the relevant variables. Another strength of the ARGOT

strategy is its ability to center a variable’s binary representation on the values effectively

represented in the population. This allows to reduce the number of bits required to encode

a variable when its range and resolution are decreased.

Delta Coding by Whitley et al. [79] changes the aspect of the problem that is actually

coded. Instead of explicitly coding possible solutions as it is typically done in EAs, the

algorithm evolves a set of modifications (i.e., deltas) of a particular interim solution. I.e.,

the individuals encode only the deviations from this interim solution - not the solution

itself. The interim solution is updated (i.e., replaced by the solution implicitly represented

by the best individual) every time the population diversity drops below a certain threshold.

Another branch of research is centered on the building block hypothesis proposed by

Goldberg [33]. Therein he argues that certain alleles, respectively genes within an individ-

ual’s genome contain information that is related (i.e., they form a building block). Starting

from there, he explains that in order to successfully propagate the knowledge contained in

the related genes, the respective genes need to be exchanged together, i.e., applying op-

erators such as crossover should ideally not break building blocks into peaces. To achieve

this goal, Goldberg et al. propose the Messy GA [36], respectively the Fast Messy GA

[35]. It dynamically repositions the bits in the coding in order to have all genes that are

part of a particular building block close, respectively adjacent to one another. In return,

this reduces the frequency with which valuable information gets lost, respectively building

blocks get broken into pieces by crossover. With a similar goal, Paredis [56] developed a

GA approach based on two populations. While he uses one population encoding the vari-

ables’ ordering on the GA string, the second population carries the variables’ values. Both

approaches were shown successful in identifying building blocks, respectively in grouping

interdependent genes closer together.

With respect to ACO, adapting the problem representation would come down to dy-

namically changing the meaning of edges and nodes in the network representing the TSP.

While the problem representation generally used in Ant Algorithms is to some degree intu-

itive, it is not the only feasible approach. Nevertheless, most straightforward alternatives

would typically be of a similar static nature and not involve any adaptive aspects. By the

time this document is created, the author is not aware of any research examining related

ideas in ACO. For future research, it may be an interesting idea to, e.g., investigate the
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application of Delta Coding to Ant Algorithms. As a first major step, this would require

to find a smart way to map changes to a given tour onto a network structure. The present

work however, does not consider adaptations of the problem representation any further.

Adapting the Objective Function

Another aspect of Evolutionary Algorithms that has been adapted by researchers is the

algorithm’s objective function. While this may not be a straightforward idea with respect

to many frequently examined optimization problems, possible motives for adapting the

objective function become rather clear when considering the context of constraint sat-

isfaction problems. In this specific case, i.e., when searching for a solution satisfying a

set of given constraints, it is a widely used approach to enforce constraints by means of

penalty terms in the objective function. Whenever a constraint is violated, the respective

penalty term worsens the objective function value that would otherwise be achieved by

the considered solution.

As there are typically constraints that are harder to satisfy than others, most such

methods use weights on the penalty terms to account for these differences. However,

when exploring different subregions of the solution space in the course of an algorithm

run, different constraints may be hard to satisfy at different stages of the run. Thus,

the constraints’ weights, i.e., a part of the objective function, are a potential adaptation

target.

Eiben and Ruttkay [28] use a self-adaptive approach to assign the penalty weights.

Every iteration, the weights are subject to the evolutionary process. Sawing by Eiben and

Van der Hauw [25][29] periodically adjusts the weights. High weights are assigned to those

constraints that are not satisfied by the population’s best individual.

With respect to the ACO variants as considered in the present work (see chapter 2),

constraint-based adaptations of the objective function did not appear reasonable to the

author. This type of adaptation seemed promising primarily for optimization problems

dealing with more complex constraints than the TSP, respectively with such that are

harder to satisfy. Alternative adaptations as, e.g., punishing specific tours in order to get

the algorithm out of local minima, were discarded in the given context as they seemed

to be distorting with respect to the nature of ant algorithms. Same as for adapting the

problem representation, there appeared to be no active research on adapting the objective

function in ACO by the time this work has been completed.

Adapting Mutation

When talking about adapting mutation in Evolutionary Algorithms, it is important to

distinguish which type of EA is considered. This is necessary as having been developed

largely independent, Evolution Strategies and Genetic Algorithms use different mutation

operators with different parameters that could be subject to adaptation.

Considering a classical implementation of an Evolution Strategy, the algorithm typically

works on a real-valued alphabet. A Gaussian mutation is performed every iteration on all

genes of the genome. What is typically changed about the ES mutation operator is its step

size, respectively the Gaussian mutation’s standard deviation. In more recent approaches,
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the step size typically varies for each gene in the genome, i.e., based on the nature of the

information represented by a gene, it can be of individual size.

The first and maybe most prominent approach for adapting the mutation step size in

ES was proposed by Rechenberg [60] in 1973. His 1/5th rule, an adaptive method, is based

on the fundamental assumption that to obtain nearly optimal performance for a (1+1)-ES

(i.e., a basic ES), about one fifth of all mutations should be successful. I.e., to obtain

an optimal balance between exploration and exploitation, about 20% of mutations should

produce offspring having a higher fitness than the parent individual. If the success rate is

lower, it is assumed that mutation introduced too much variation and in return, the step

size is decreased. When experiencing a higher success rate, Rechenberg concluded that

the algorithm is moving towards a local optimum with steps that were too small and thus,

the step size should be increased. At its time, the 1/5th rule was widely applied in the ES

community.

In 1981, Schwefel [66] proposed a self-adaptive method to let the evolutionary process

modify the mutation step size. Based on the method’s success and some limitations [9] of

the 1/5th rule, self-adaptive ES (SA-ES) took over as the standard procedure for para-

metric optimization for quite some time [6].

In 2001, six years after publishing first underlying concepts, Hansen and Ostermeier [40]

[39] introduced the current state of the art for adapting mutation in ES. They proposed a

new rule-based (i.e., adaptive) method called CMA-ES. As opposed to earlier methods, it

took the correlation between different genes in the genome into account. In the course of

its run, it updates a respective covariance matrix of the multivariate Gaussian distribution

used for the mutation. The method has been subsequently improved by Hansen et al. [38]

in 2003.

The following paragraphs will take a look at the adaptation of mutation in Genetic

Algorithms. Compared to Evolution Strategies, it has to be noted here that the role of

the mutation operator in genetic algorithms is of a somewhat different nature. Having

crossover at its side as a means to mix different individuals and to thereby create new

combinations of genes from the population’s gene pool, it is no longer suitable to mutate

each and every gene of an individual at every iteration. Considering the case of a classical

GA, which by default uses a binary alphabet, mutating all genes would even be useless.

That is because flipping all bits from one to zero or vice versa would essentially invert the

individual as a whole at every iteration. Accordingly, the mutation’s aim to introduce a

useful degree of diversity into the population cannot be met this way. Thus, a different

approach to mutation has been chosen for Genetic Algorithms. In a GA context, the first

question is whether at all a gene shall be mutated, rather than how large the change should

be. Therefore, the relevant parameter of a GA’s mutation operator is the probability with

which a mutation is performed on a specific gene. The following paragraphs will examine

methods that change this parameter during the algorithm run.

Similar to ES, the idea of adapting mutation in GAs goes back to the early days.

In 1975, Holland [44] proposes to change the mutation-rate during a run as a function

of time (i.e., deterministic). However, one and a half decades should pass until this idea
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underwent a more detailed examination. In 1990, Hesser and Männer [41] published results

of successfully setting the mutation probability with a time-dependent function.

In 1992, Bäck [5] introduced a GA variant with self-adaptive mutation probability.

Bäck’s method was improved by Smith [68] in 2003 with respect to shortcomings that

caused the original implementation to stagnate around mutation probabilities of zero.

While Bäck’s self-adaptive method used the algorithm’s normal mutation probability to

perform mutations on the genes encoding this very same rate, Smith used a fixed mutation

rate on these specific genes. Thus, a mutation rate close to zero does no longer cause the

algorithm to stall in a state without mutation.

When reviewing mutation adaptation in ES and GAs, two more aspects may be note-

worthy besides the previously mentioned technical differences. Firstly, since the 1/5th

rule was published in 1973, ES practitioners mostly used the respective state-of-the-art

method to adapt the mutation step size of their algorithms. Compared to that, the GA

community is only modestly applying any type of adaptation to their mutation operator.

If at all, it is mostly self-adaptive methods that are used to change a GA’s mutation rate.

Secondly, the evolution from Rechenberg’s 1/5th rule over Schwefel’s self-adaptive SA-ES

towards Hansen and Ostermeier’s CMA-ES illustrates another interesting aspect. While

the self-adaptive SA-ES was able to outperform Rechenberg’s simple adaptive method,

CMA-ES in return was able to improve the results from SA-ES. That implies that simple

intuitive thoughts like ”with self-adaptation, the algorithm will choose what’s best for it”

cannot be concluded to ”self-adaptation is generally superior to rule-based adaptive ap-

proaches”. If the researcher is able to identify the right information to change parameters

in a rule-based manner, these methods can very well be competitive.

With respect to ACO, there is no real equivalent of the mutation operator in Evolution-

ary Algorithms. It is rather a multitude of parameters such as ρ or the combination of

α and β that make the algorithm explore new regions of the solution space. Accordingly,

adapting the mutation rate will not be considered any further in the remainder of this

work.

Adapting Crossover

Crossover is the main recombinative operator used in Genetic Algorithms, i.e., it mixes

the genome of different individuals from the present population to form new individuals.

Therefore, it disjoints the former at several positions and consecutively merges the parts

into new genomes.

A first approach to adapt crossover in ES was developed by Schaffer and Morishima [63]

in 1987. They introduced a self-adaptive punctuated crossover operator. During the run,

this operator changed the number of crossover points as well as their location.

Four years later, Davis [15] proposes an adaptive method that chooses a specific crossover

operator based on its past performance. To determine the latter, he measures the improve-

ment of individuals that were created using a specific operator over the previous population

best. This reward is then propagated in a diminishing manner to the operators that were

used to create the specific individual’s ancestors. At fixed intervals, i.e., after a fixed num-
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ber of generations, the algorithm redistributes 15% of the operator probabilities relative

to the operators’ performance measures.

In 1995, Smith and Fogarty [69] [70] proposed another self-adaptive method somewhat

similar in spirit to the above method proposed by Schaffer and Morishima. Again, the

number and position of crossover points is subject to adaptation. The difference is however

that Smith and Fogarty no longer restrict their crossover operator to mixing two individ-

uals. In a first step, their LEGO algorithm determines in a self-adaptive manner, which

genes are linked, respectively are part of the same ”block”. The new crossover operator

works by filling a genome from the left to the right. All individuals that have a gene block

starting at the considered position compete for contributing the respective block based on

their fitness. Accordingly, in an extreme case, the resulting individual may be composed

of as many parents as there are genes in the individual (if the population size permits).

Similar to the case of mutation, there is no operator in ACO that explicitly enforces the

mixing of solutions in ACO. Accordingly, the above illustration primarily served the idea

of completeness and will not be extended in what follows.

Adapting Selection

Depending on the type of algorithm that is considered, selection operators may be en-

countered at two different stages of an algorithm iteration. The first selection operator

is typically used to select individuals from the present population that will be used to

generate offspring (i.e., parent selection). In a second selection step, the algorithm chooses

the individuals among parents and / or offspring that will make it to the next iteration

(i.e., survivor selection). Across the history of Evolutionary Computation, many different

ideas on how to select the respective individuals in an appropriate manner were developed.

Some algorithm variants even eliminate the need for one of the types of selection, e.g., by

exclusively transferring the offspring (i.e., none of the parents) to the next generation.

Other algorithm variants did even introduce further selection steps, e.g., as part of other

operators such as local search.

Unrelated to the number and type of selection operators in an algorithm, there is a

major intuition that unites most of the research community: A low selection pressure

(respectively an only slightly elitist selection operator) in early stages is helpful to have

the algorithm explore larger parts of the search space. As the algorithm converges, the

selection pressure should increase (i.e., selection should become more elitist) to focus the

search on the promising regions of the same.

Along these lines, many researchers focused on Boltzmann selection [54], i.e., a selection

scheme changing the selection pressure based on a given criteria. The general principle

is similar to Simulated Annealing (SA) [1]. Research on adapting the selection pressure

is typically concerned with defining an appropriate cooling schedule, i.e., with designing

the measure based on which the selection pressure should change in the course of the run.

In terms of implementation, Boltzmann selection typically works by applying a scaling

function to all objective function values before these are communicated to a respective se-

lection method. By increasing or decreasing the relative difference between the individuals’

objective function values, the method is able to steer the advantage of fitter individuals

over others (i.e., effectively, the degree of elitism).
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Early work on Boltzmann selection was done by De la Maza and Tidor in 1991 [17]

and 1993 [18]. Further Boltzmann selection schedules (i.e., effectively control methods

adapting the used selection operator) were proposed by Mahnig and Mühlenbein [55],

Dukkipati et al. [23], and Yunpeng et al. [81]. It should be noted that only the method

by Mahnig and Mühlenbein can be considered Adaptive Parameter Control, as both other

approaches are deterministic.

In 2006, Eiben et al. [24] propose a self-adaptive scheme governing their GA’s selection

pressure. What makes their approach different from most other self-adaptive methods is

that they use a local approach to adapt a global parameter. While the genes encoding

the self-adaptive information can essentially take different values for each individual, the

selection pressure is one common value for the whole population. Eiben et al. solve this

contradiction by implementing a voting mechanism in which each individual contributes a

small part to the global selection pressure. The latter is implemented as the tournament

size of a classical tournament selection. Even though not necessarily intuitive, the authors

show the applicability of their method. In a later paper, Vajda et al. [78] compare the

approach to choosing fixed selection operators, respectively to other approaches adapting

the same. While their method was presented as slightly superior considering the average

performance over all considered classes of test instances, it was superior to all other meth-

ods only in one out of six classes. Problem-specific fixed settings seem to be superior in

many cases.

Krasnogar and Smith [48] propose a somewhat different application of Boltzmann se-

lection in the context of memetic algorithms (i.e., hybrids of EAs and local search). Their

algorithm uses a Boltzmann scheme to decide whether or not to accept solutions produced

by the used local search. Whenever the diversity of the population’s fitness values is con-

sidered too high, the algorithm uses a more elitist selection in the local search (i.e., a

higher selection pressure). On low fitness diversity, the selection pressure is decreased.

Even though there has been a fair amount of research on adapting the selection operator

in EAs, it needs to be noted that in everyday algorithm usage, none of the adaptations is

applied on a regular basis.

Similar to adapting mutation, there is no exact equivalent to the EA selection operator

in ACO. While q0 in combination with α and β governs the tour construction (i.e., the

selection of single steps in the tour), this does not really resemble the previously sketched

concept.

However, the selection step choosing the ants which are permitted to deposit pheromone

at the end of an iteration shows some similarities. This particularly pertains to RANKBAS,

which explicitly allows more than one ant to deposit pheromone on its tour. By adjusting

the maximal rank that permits an ant to deposit pheromone, one could effectively control

the balance of quality vs. diversity in the pheromone update. In some sense, one would

control the degree of elitism used in the search. In a similar manner, one could create more

complex update schedules for MMAS or enrich other AS variants with such concepts. Even

though the above idea appears applicable, the author is not aware of any prior work using

similar concepts in an ACO context. As it could not be examined further in the scope of

this thesis, the idea is left as a potentially promising topic for future research.
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Adapting Population Size

With the adaptation of the population size, a parameter that has a clear equivalent in

ACO is the next to be examined in this review.

Smith, respectively Smith and Smuda in 1993 [71] and 1995 [72] were the first to change

a GA’s population size while the algorithm is executed. Their intent was to replace the

population size parameter of the GA by something that had more meaning even to inex-

perienced GA users. Using population sizing theory by Goldberg [33], they proposed a

method that determined the optimal population size from a user-specified expected selec-

tion loss in combination with some information about the state of the search. However, it

turned out that the solution accuracy suggested by setting the selection loss to a specific

value did not materialize. While there are several reasons for this, the work’s real impor-

tance lies in its pioneering character with respect to population size adaptation, rather

than in its actual results [53].

In 1999, Lobo and Harik [51] proposed what they titled a parameter-less GA. Their

primary intent was to relieve the user from setting the algorithm’s parameters without

pursuing peak performance as a main objective of their work. With respect to selection

rate and crossover probability, the relieve is enforced by setting them to fixed values

for which GA theory as well as previous work predicted good performance. As GAs

seem relatively robust with respect to changes in these two parameters [37], this was

considered reasonable. What is more interesting with respect to adaptation is how they

handled the population sizing parameter. Their approach is fundamentally based on the

assumption that a GA’s solution quality grows with population size. I.e., a specific size

is either large enough to reach a desired level of solution quality or a larger population is

needed. To be able to access results for different population sizes, the algorithm evolves

several populations in parallel. The idea is to evolve a small population several generations

before the next bigger population is allowed to evolve a single generation. Whenever a

large population is able to catch up in solution quality with a smaller one, despite its

lower number of iterations, the smaller population is discarded as being too small and the

algorithm run continues without it. This way, the method effectively controls the used

population size by explicitly narrowing down the set of evolved populations. However,

some restrictions need to be noted about this adaptive approach. Not only is the size

of the smallest evolved population strictly increasing (i.e., it never decreases); the largest

considered population size also gets fixed when choosing the initial set of populations.

Six years after Harik and Lobo, Yu et al. [80] propose another method based on Gold-

berg’s population sizing theory. Determining gene-linkage (i.e., the building blocks) on

the fly, they are able to estimate situation-specific values for all relevant parameters of the

respective population sizing formula. Sticking more closely to the reasoning originally un-

derlying Goldberg’s formulas they were able to show adaptive behavior of the population

size. According to the authors, the method has been shown to be robust and efficient in

finding what theory considers the optimal population size.

One method frequently discussed in literature has been developed by Arabas et al. [3]

in 1994. Instead of varying the population size explicitly, they effectively replace this

parameter by a new concept. They introduce the notion of an individual’s lifetime to

the GA. Whenever a new individual is created, it is assigned a number of generations for
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which it will stay in the population. Individuals with a high fitness receive higher lifetime

values than non-fit individual. Arabas et al. argue that this is a good idea as it allows

fit individuals to mate more often than others, which consequently leads to good genes

being passed on more frequently than bad ones. While the authors report good results,

the algorithm appears to be somewhat sensitive to a newly introduced parameter, i.e., the

fraction of the present population size determining how many individuals are allowed to

reproduce every iteration [26]. Depending on this parameter’s value, the algorithm seemed

to frequently stagnate in performance at extremely high population sizes. It should be

noted that the use of the lifetime concept not only eliminates the population size parameter,

it also relieves of the use of survivor selection and, in the form applied by Arabas et al.,

replaces parent selection by a simple random selection mechanism.

Fernandes et al. [31] [30] propose a modification to the above lifetime idea. They ex-

tend it by different forms of mating restrictions. I.e., they prevent the mating of related

individuals (i.e., they prevent incest) and they examine preventing the mating of similar

individuals. Another related method is introduced by Bäck et al. [7]. To prevent the

previously mentioned uncontrolled growth of the population size, they apply the lifetime

idea in a steady state context, i.e., they fix the number of individuals that are allowed to

reproduce every iteration instead of using a relative measure based on the present popu-

lation size. In addition, the best individual is immortal until a better one is discovered.

Lobo and Lima [52] show 6 years later that after an initial phase in which the population

size is adapted, the used steady state approach stagnates around a maximal population

size that is based on the maximal lifetime assigned to individuals.

Just recently, Laredo et al. [49] proposed another approach to adapt a GA’s population

size. In contrast to all previous methods, they use a deterministic schedule to decrease

the population size during the algorithm run. First results indicate improved convergence

behavior (i.e., less iterations are needed to converge to the optimum).

It should be noted that besides the previously listed population size adaptation meth-

ods, further ones will be listed in the consecutive paragraphs. These were separated from

the above as the respective algorithms also change other parameters at the same time.

For a more detailed review of population sizing methods in a GA context, the interested

reader is referred to work by Lobo and Lima [53].

Considering the mentioned work based on Goldberg’s population sizing theory, this can

barely be translated to ACO for which only little such theoretical groundwork exists to

date. While, e.g., Pellegrini et al. [57] undertake an approach to explain MAX-MIN Ant

System’s parameter from a theoretical perspective, a lot more work needs to be done

towards a profound understanding of Ant Algorithms and their parameters.

The general intuition underlying Harik and Lobo’s parameterless GA (i.e., the larger the

population, the better the results that can potentially be reached) is not very GA-specific

and actually translates to some variants of ACO. However, as the proposed method focuses

on facilitating algorithm usage at the cost of computational efficiency, the idea does not

align with the purpose of this work and is thus not investigated further in its scope.
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The lifetime idea by Arabas et al. is not applicable in an ACO context. While individ-

uals in EAs carry a specific solution within them, this is not the case for ants in ACO.

Accordingly, it does not make sense to use ant lifetimes to vary the population size in this

context. An interesting idea that is nevertheless not within the scope of the present work

could be to assign lifetimes to the best known solutions used for the pheromone update,

i.e., to effectively introduce more powerful pheromone updating schedules.

Last but not least, deterministic schedules as used by Laredo et al. are very well appli-

cable to ACO and are subject to further investigation in chapter 6.

Adapting Several Parameters Simultaneously

In the following paragraphs, several methods adapting more than one parameter simulta-

neously will be briefly reviewed.

Schlierkamp-Voosen and Mühlenbein [64] [65] adapt the population size of a set of sub-

populations to reward the performance of their individual search strategies. I.e., based

on how well the respective recombination and mutation operators used in a subpopula-

tion perform, the subpopulation gets more, respectively less individuals. This implicitly

reflects an adaptive approach changing the allocation of CPU time to different opera-

tors in the course of a run. Their first approach used a fixed total number of ants and

changed the different population sizes by effectively reassigning the available ants to other

strategies. The method proposed two years later no longer had this limitation and was

able to vary the subpopulations’ sizes independent from a global limit. It also allowed

for a strategy-specific consumption factor to account for the different population sizing

requirements which different operator combinations respectively different subpopulations

may have. While the latter may be a reasonable thing to be done, it should also be noted

that it effectively introduces one new (potentially sensitive) parameter per search strat-

egy. In both versions of their algorithm, Schlierkamp-Voosen and Mühlenbein perform an

exchange of the best solution between the subpopulations.

In 1996, Hinterding et al. [43] propose a method they call SAGA, which is an abbrevia-

tion for self-adaptive Genetic Algorithm. While it is self-adaptive with respect to mutation,

at the same time it applies adaptive concepts to optimize the population size. The au-

thors use three populations (i.e., P1, P2, P3), which are evolved in parallel. With respect

to their size P1 is generally the smallest, while P3 is the largest. Two sets of rules are

applied at regular intervals (i.e., after a fixed number of iterations) to adapt the size of the

three populations as the algorithm is executed. The first set of rules aims at maintaining

a sufficient diversity between the population’s fitness values, whereas the second one aims

at keeping the middle-sized population P2 the best performing one. The first set increases

the difference in size if two populations come too close to each other with respect to their

best individual’s fitness value. The second one makes sure, the best population size value

is surrounded by smaller and larger test values so that the algorithm is able to notice when

adapting the number of individuals in either direction may be profitable.

In the same year, Lis and Lis [50] propose an algorithm that also evolves a series of

populations in parallel to change mutation and crossover rate as well as population size

in an adaptive manner. For each of the mentioned parameters, a small number of differ-

ent values are defined (e.g., low, med, and high), which get assigned to the used set of
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populations. After a fixed number of iterations, the algorithm determines the parameter

level that on average performed best, i.e., the parameter value that produced the highest

average fitness considering only the best individual from each population using that value.

Based on how this value compares to the previous best allocation of that variable, the

respective variable’s value may be increased or decreased for all populations.

Under the heading ”Adapting Population Size”, Bäck et al.’s work from 2000 [7] has

already been mentioned as an application of the lifetime idea by Arabas et al. Here it

is considered once more, as Bäck et al. examine several different configurations of their

method. Besides adapting only population size, they also investigate self-adaptive muta-

tion and crossover operators as well as combinations of the two. When comparing these

different variants, the authors were able to show one especially interesting result. Adapting

only the population size by means of the lifetime concept turned out close in performance

to the combination of the named approaches. Using only self-adaptation on mutation and

crossover rates however, performed significantly worse.

Assessing the relevance of the above for Ant Colony Optimization, the approach by

Schlierkamp-Voosen and Mühlenbein (i.e., assigning population size based on search strat-

egy reward) in this generalized form is for sure applicable to operator selection in Ant

Algorithms. As illustrated in the next subsection, first applications have already been

developed. Similarly applicable is the concept of Hinterding et al. to evolve three popula-

tions of different size to be able to adapt P2 to the optimal population size. Holding some

interesting aspects from a conceptual point of view, the method is not considered any

further in the present work due to its excessive use of computational resources. An idea

similar to the one proposed by Lis and Lis and applied to an ACO context will be reviewed

in the next subsection. The lifetime based approaches have already been commented on

when evaluation population size adaptation.

3.2.2 Prior Work on Ant Colony Optimization

This subsection will introduce the reader to previous work on parameter tuning, respec-

tively parameter control that has been published in the context of ACO. Even though the

field is relatively young compared to Evolution Strategies or Genetic Algorithms, already

a considerable amount of literature exists. While research on adaptive EAs dates back

several decades into the 20th century, most methods dealing with parameter setting in

ACO, besides manual and some automated tuning approaches, have been developed in

the new millennium.

Parameter tuning in ACO

As for many other algorithm classes, some research has been published on determining

static parameter settings that perform well. As the present work’s focus rather lies on

parameter control, the following paragraphs will present only one specific parameter tuning

approach from which interesting conclusions for the former may be derived.

The first method to be illustrated here deals with offline tuning of an ACS algorithm

and has been proposed by Botee and Bonabeau [11] in 1998. In essence, all parameters

relevant with respect to ACS, and even additional ones compared to those introduced

in section 2.2, are optimized by means of a GA. While Botee and Bonabeau are able to
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present reasonably well performing parameter values for the used TSP instances, the more

interesting aspect about their work may be some preliminary results which they report

in their conclusion. They briefly explain the concept of a new algorithm variant using

three subpopulations with individual values for q0 as well as individual population sizes.

This time, the GA evolves only the three values for q0 and two values defining the split of

the available ants on the three subpopulations. The authors’ preliminary results indicate

a significantly improved convergence. However, it needs to be noted that the used test

instances were relatively small and that no local search has been applied.

Revisiting the idea underlying the second method proposed by Botee and Bonabeau

from a more general perspective, they effectively simulate the division of labor as it can

be observed in real ant colonies [61]. This notion of having different casts within the

colony may be worth further exploration. Nature for sure has its straightforward reasons

for combining different types of ants (e.g., guards, workers, a queen) in a colony. Even if

some of these may not apply to the artificial ants in ACO, introducing a certain degree

of diversity into the population’s parameters may very well have a positive impact on the

exploration of the search space, respectively the observed solution diversity.

Adaptive ACO using Meta-GAs

The next two methods apply GAs in an online context, i.e., for adaptive parameter control.

Pilat and White [58], as well as Gaertner and Clark [32] both propose a hybrid of ACS with

a Genetic Algorithm, the latter setting the parameters of the former while it is running.

Pilat and White use the GA to control β, ρ, and q0 for 20 individuals. Every iteration,

the algorithm selects four parameter settings which get assigned to (again four) ants which

use them to build their tours. The two best-performing ants generate offspring (i.e., new

parameter settings) in the GA. The obtained results indicate a possible decrease in the

solution quality’s variability as well as a higher convergence speed in early stages of the

run when using larger instances (e.g., 783 cities). However in most cases, standard ACS

seemed superior with respect to the final solution quality.

Gaertner and Clark chose to adapt only β and q0. Their results indicate a performance

comparable to standard ACS while relieving the user from setting, respectively tuning

the two parameters manually. One particular aspect that should be considered when

comparing the work by Pilat and White to the one by Gaertner and Clark is the way they

combine GA and ACS. The former authors pretty much use a standard GA and combine

it with an ant algorithm that quite strongly deviates from the initial version proposed

by Dorigo and Gambardella [21]. Gaertner and Clark take the opposite approach. While

more or less using a standard ACS, they make quite an effort to configure the GA, finally

taking a series of non-standard design decisions on the GA side.

Adaptive ACO Using Subpopulations

The next two approaches to be reviewed have both been proposed in 2008. Besides this

detail, however, a more relevant aspect they share is that they both use subpopulations in

an adaptive parameter control context.

Anghinolfi et al. [2] adapt β and q0 of an ACS implementation (for the single machine

total weighted tardiness scheduling problem with sequence-dependent setup times) by
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means of a neighborhood search. The concept requires the use of 1 + 2 · c subpopulations,

c being the number of adapted parameters. While one population uses the best performing

parameter values from the last iteration, there are two additional populations per adapted

parameter. One increases and one decreases the value in question while keeping all others

fixed. After each iteration, the parameter setting that performs best becomes the new

center of the adaptation. The adaptation ends once and for all when there is no change

in the best known parameter values for ten consecutive iterations. The authors compare

the new adaptive approach to the non-adaptive ACS variant underlying their new method

and contrast the solution quality to previous results. They report a series of improvements

over previously best known solutions with both algorithms. While the adaptive approach is

presented as superior to the non-adaptive one, the documented experimental setup suggests

that this comparison may have been a rather biased one. On the one hand, the authors

used non-standard parameter settings together with several modifications to standard

ACS behavior. These may, at least in theory, make an adaptation rather necessary than

profitable by itself. On the other hand, a somewhat randomly chosen termination criterion

leaves room for speculation whether the non-adaptive method may have been terminated

before reaching convergence. Ending all runs after 100 iterations without improvement

effectively led to the adaptive method running about two to four times as long as the

non-adaptive one. An interesting additional result discovered by Anghinolfi et al. is the

following: The adaptive method decreasing β in the course of a run effectively confirms

the widely accepted intuition that the relevance of heuristic information decreases as the

algorithm converges.

Kovarik and Skrbek [47] use a simpler version of an adaptive Ant Algorithm, this time

based on a MAX-MIN Ant System. It builds on the idea of different castes within the

population as previously used by Botee and Bonabeau. In their algorithm, they use ten

castes, which each use a different β in {−1, 1, 2, 3, ..., 9}. The relative size of the castes is

adapted based on their performance: If a specific beta value produces more improvements

of the best known solution, the respective caste is enlarged relative to the others. How

exactly this adaptation works is not explained in the paper. As their study is focused

on the parameter β, Kovarik and Skrbek were able to illustrate clearly what has also

been pointed out by Anghinolfi et al.: High values for β are needed in early stages of the

run, while lower ones are more effective later on. The authors report results according to

which their caste-based approach clearly improves over standard MAX-MIN Ant System.

However, it needs to be noted that their standard configuration used α = β = 1.0 which

by itself makes an adaptation desirable as β has been chosen rather low. For future work,

Kovarik and Skrebek propose various extension scenarios for the caste concept that include

more complex caste definitions (e.g., including the use of local search), castes with separate

pheromone trails, or even caste definitions that are evolving themselves.

Self-adaptive ACO

The first self-adaptive method is introduced to the field by Randall [59] in 2004. His ACS

variant uses two separate networks with underlying pheromone trails. As in standard

ACO, one of them corresponds to the considered optimization problem. The additional

network is used to have the ants choose their values for β, ρ, ξ, and q0. Before an
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ant builds its tour on the former network, it travels the latter to derive the parameter

values it uses for the remainder of the iteration. Every time it chooses an edge in the

additional network, it effectively assigns a specific value to one of its parameters. Except

the global evaporation rate, all adapted parameters are ant-specific, i.e., each ant can use

an individual value in its tour construction. For ρ, Randall simply uses the value chosen by

the best-performing ant. Experiments were run for TSP as well as QAP (i.e., Quadratic

Assignment Problem) instances. For the TSP, the algorithm did not show consistent

improvements over standard parameters. The adapted parameters seemed to converge

after about 100 iterations. Interestingly, on the QAP instances, things looked different.

The self-adaptive ACS seemed to improve over the standard parameters in most cases and

the self-adaptive behavior appeared to be more likely to continue throughout the run.

The most recent work on ACO to be included in this review was published by Khichane

et al. [46] in 2009. They propose two self-adaptive approaches for the constraint satisfac-

tion problem. The first one effectively applies self-adaptation to the two parameters α and

β. To some degree, it resembles the previously illustrated method by Randall. The second

method chooses a more complex adaptation scheme, which may be quite unintuitive on

certain problem types, among them the widely used TSP. Nevertheless, the underlying idea

is interesting and may prove valuable in other contexts: Instead of having each ant evolve

exactly one value for each parameter, each ant evolves as many configurations as it needs

to go steps on the network representing the problem. That essentially means that each ant

uses an individual parameter setting in its first, its second, its third step on the network

and so forth. For the TSP this does not yield any advantages as the ants start out at a

random node of the network and thus, there is no well-defined, respectively generalizable

meaning of what a specific decision in its xth step may imply. This is different for other

problems, where the first step always determines a specific variable’s value, the second step

corresponds to another specific variable, and so on. This way, the individual parameter

values can, e.g., be matched to specific decision variables of the objective function. When-

ever a value for that specific variable is chosen, ant- and variable-specific settings for α and

β will be used. The reported results show the second self-adaptive method performing best

on average, followed by the first self-adaptive method. A non-adaptive variant of the same

algorithm ranked third. All algorithms were run for the same number of cycles. However,

as the paper does not provide any total CPU times for this configuration, the given verdict

on the self-adaptation schemes’ performance behavior (i.e., the time vs. solution quality

trade-off) may not be final yet.

3.2.3 Selected General Parameter Setting Concepts

After reviewing a series of specific applications of parameter tuning and control in the

previous subsections, the following paragraphs will briefly introduce the reader to some

more general approaches that may be worth investigating in the future. In contrast to

most of the previously named methods they are independent from a specific algorithm type.

The first method to be reviewed here is called iterative F-Race and was proposed by

Balaprakash et al. [8]. It is an iterative tuning approach based on F-Race, i.e., a method

introduced earlier by Birattari et al. [10].
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Every iteration, it uses a mathematical model to sample a series of parameter settings

across the parameter space. By performing statistical analysis on the results obtained from

running the primary algorithm (e.g., an ACO algorithm) with these parameter settings,

it is able to consecutively adjust the used mathematical model. Effectively, this permits

to concentrate the available computational power on the more promising regions of the

parameter space.

As all tuning approaches, iterated F-Race produces a single parameter setting, which it

considers best-performing and which can consecutively be used as a priori setting for the

problem solving algorithm. One of the methods’ main strengths is its easy extensibility

for tuning arbitrary parameters. A drawback that is common to most parameter tuning

approaches is that they consider the solution quality only at one fixed point in time, i.e.,

after terminating the problem solving algorithm. The algorithm’s performance develop-

ment before this point does not have any impact on the parameter values recommended

by the method.

Three more methods will be briefly reviewed in this section. All three are adaptive

and are typically used for operator selection. During an algorithm run, they evaluate the

performance of different operators and use this information to determine how frequent

each of the operators should be applied in the future.

The term operator as used here may be interpreted in a flexible manner. That means

that it does not only include typical algorithm operators, such as different selection meth-

ods of a GA. It can also refer to specific parameter settings. As an example, one may

consider an ACO algorithm on which one wants to switch between different values for β

based on their performance, e.g., β1 = 1.0, β2 = 5.0, and β3 = 10.0. All of the three sub-

sequently summarized methods would derive a measure for the different β’s performance,

e.g., by counting the number of times a specific β improved the best known solution relative

to its total number of applications. Another option could be to integrate the magnitude of

the improvement in the performance measure. After each iteration, the respective method

would use this information to determine the β to be used next.

The first operator selection method to be sketched here is probability matching [34].

Its main objective is to assign probabilities of applying a specific operator that are pro-

portional to the operator’s performance. To ensure that no operators get abandoned by

the algorithm due to its poor performance in early stages of the run, a minimal probabil-

ity applies to all operators. The major drawback of the above method is that it does not

maximize the expected overall reward, i.e., the number of successful operator applications.

Instead, it distributes the number of applications proportional to the past operator reward.

If, e.g., β1, β2, and β3 were successful in 10%, 60%, respectively 55% of their applications,

probability matching would make only a small difference in the relative frequency of ap-

plying β2 and β3. However, in order to maximize the expected reward, it would be the

correct choice to apply β2 as often as possible.

This drawback is offset by a method called adaptive pursuit [77]. The latter method

assigns a maximal probability to the best performing operator while the remaining opera-

tors are assigned a minimal probability. To prevent extreme algorithm behavior, a learning

rate ensures a more smooth transition between operator probabilities.
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A third group of operator selection methods are multi-armed bandit (MAB) approaches

[4]. Similar to adaptive pursuit, they try to balance the two objectives to exploit the

best performing operator as much as possible while giving worse performing operators the

chance to catch up. In addition to the operator reward as considered by the two previous

methods, MAB approaches also take an operator’s number of applications relative to the

other operators’ applications into account. Da Costa et al. [14] showed in 2008 that certain

MAB variants perform better than the above two methods in dynamic environments (i.e.,

if the operator reward distribution changes during the algorithm run).

With respect to ACO, all four concepts touched upon in this subsection are applicable.

Iterated F-Race, similar to other tuning approaches, may be used to derive good static

parameter settings that could, e.g., be used as benchmark results for adaptive methods.

However, in a first step, the present work aims at improving performance over standard

settings proposed in the literature, i.e., by changing single parameters with respect to a

fixed reference configuration. In future extensions of this work, comparisons of generalized

adaptive methods to instance-specific, tuned parameter settings may be a reasonable step

to consider.

The three mentioned operator selection methods could, in general, all be used to adapt

ACO algorithm parameters during a run. While the above example was limited to the

single parameter β, the same type of adaptation would also be possible for more complex

search strategies determining several parameter values at once. E.g., search strategy 1

composed of β1, ρ1, and q0;1 could compete against search strategy 2 composed of β2, ρ2,

and q0;2 and so forth. Based on how well the particular combination of parameter values

performs, it would receive more, respectively less trials. Again, this may be an interesting

approach to investigate in the future.
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4 Experimental Setup

This chapter aims at allowing the reader to better understand and possibly reproduce

the experimental setup used in this work. Three sections illustrate the properties of the

examined TSP instances, the basic algorithm configurations that were used, as well as

some general aspects of the setup.

4.1 Problem Instances

The experimental results presented in subsequent chapters were generated using TSP

instances of seven different sizes between 100 and 6, 000 cities. For each size, three problem

instances were considered. When referring to a specific one among the three instances of

equal size, the following chapters will use identifiers consisting of the problem size n, a

dash, and the index 1, 2, or 3. Thus, e.g., for 100 cities, the instances are referred to as

’100-1’, ’100-2’, and ’100-3’.

All instances were randomly generated by using a uniform distribution to place the n

cities on a square area of side length 1, 000, 000. Table 4.1 gives an overview of all used

instances and their best known solutions. For problem sizes 100 to 3, 000, the shown

values are optimal. For the instances with 6, 000 cities, a state-of-the art heuristic derived

numbers that are believed to be reasonably close to the respective optima. The shown

solutions do not have any post decimal positions because the algorithm determines the

edges’ length as the Euclidean distance between two cities, rounded to the nearest whole

number.

instance size (n) best known solution best known solution best known solution

name in cities instance ‘n-1’ instance ‘n-2’ instance ‘n-3’

100-* 100 7,492,995 7,497,272 7,761,716

200-* 200 10,693,978 10,110,134 10,288,632

400-* 400 14,767,181 14,203,962 14,468,493

800-* 800 20,831,321 20,627,409 20,665,436

1500-* 1,500 27,977,271 28,322,211 28,262,824

3000-* 3,000 39,862,065 40,197,266 39,577,798

6000-* 6,000 55,945,646 55,951,185 55,924,220

Table 4.1: Problem sizes and best known solutions of the examined instances

The present work typically uses the instances with index 1 (e.g., 3000-1) to perform a

first analysis of a proposed methodology’s effect on algorithm behavior. The remaining

two instances are consecutively used to verify, whether these observations also hold for

other instances (i.e., to check for instance-specific biases).
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The restriction to only three instances per problem size has been made to limit the com-

putational resources required to examine the effect of a particular method on all instances.

This appeared reasonable because across the set of such random uniform Euclidean in-

stances, the behavior of ACO algorithms is considered to be relatively stable with regard

to instance-specific biases. Experimental results on the set of three instances per problem

size confirmed this assumption.

Having said the above, executing further experiments to formally verify the subsequently

shown results for other setups does not become obsolete by any means. However, the au-

thor believes that the used methodology is suitable to allow for first conclusions on the

effect of ACO parameter optimization in a TSP context. More information on future op-

tions to extend this research is given in section 8.2.

4.2 Algorithm Configuration

This section is concerned with the algorithm’s configuration during the experimental runs.

In its first subsection, it will detail the parameter settings used as standard configuration

of the examined algorithms. Based on these reference configurations, chapters 5 through

7 will examine the impact of specific parameter changes. Subsection 4.2.2 explains the

termination criteria that were used for different test instances and shows in which cases

local search has been applied. To further detail the latter, the third subsection provides

some information on the chosen local search method.

4.2.1 Parameter Reference Configurations

For reasons of a structured comparison, a reference configuration has been defined for

all examined algorithms, i.e., for ACS, MMAS, MMASq0, and RANKBAS. The basic AS

algorithm will not be examined any further as the named methods promise clearly superior

performance [22]. When changing specific parameters in subsequent chapters, all other

parameters will take their values as per the reference configuration. Only parameters that

are explicitly mentioned when proposing a new parameter setting technique may deviate

from it.

Table 4.2 gives an overview of all reference configurations. For each algorithm, it as-

signs values to all subsequently adapted parameters, distinguishing configurations without

and with local search. Further parameters exist, but where kept at a fixed value for all

algorithm variants. One of these is α (i.e., the relative influence of the pheromone trail

during tour construction), which takes the value 1.0 for all algorithms. The length of the

candidate lists (i.e., cand) is generally set to 20. For both MMAS variants, λ is set to 0.05

and f restartλ is 2.00002. Restarts take place no earlier than iterstagmin = 250 iterations after

the last improvement of the best solution with the respective checks on favgλ taking place

every 100 iterations.

It should be noted that the values presented in table 4.2 largely correspond to those

proposed by Dorigo and Stützle [22]. The settings for MMASq0 are the same as those

for MMAS besides the additional parameter q0. The latter is set in the same manner as

in ACS. As the referenced book does not provide any recommendation for RANKBAS
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parameter ACS MMAS MMASq0 RANKBAS

s ∈ Sls s ∈ Sls s ∈ Sls s ∈ Sls s ∈ Sls s ∈ Sls s ∈ Sls s ∈ Sls
m 10 10 n 25 n 25 n 25

β 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

ρ 0.1 0.1 0.02 0.2 0.02 0.2 0.1 0.1

q0 0.9 0.98 (0.0) (0.0) 0.9 0.98 - -

ξ 0.1 0.1 - - - - - -

gτ - - 2.0 2.0 2.0 2.0 - -

w - - - - - - 6 6

Table 4.2: Parameter reference configurations

with local search, the settings for the case without local search were adopted and the

number of ants was fixed similar to MMAS. The latter appeared reasonable as without

local search, MMAS and RANKBAS also use the same scaling for the population size

(i.e., m = n). Parameter flexibility has been limited compared to what was proposed

by Dorigo and Stützle with respect to the setting of the parameter β for configurations

without local search. While the mentioned authors propose a range from 2 to 5, a fixed

value of 2 was used in this work. On the one hand, the value needed to be fixed in order

to define one unique reference configuration. On the other hand, all other values from the

respective range could have been chosen instead. One may argue that choosing the same

beta for both cases (i.e., without and with local search) would increase the degree to which

conclusions can be derived on the effect of using local search.

4.2.2 Instance-Specific Configuration

Independent from the algorithm configurations introduced in the previous subsection, some

settings are chosen depending on the size of the used problem instance. They are described

in this subsection. Table 4.3 summarizes the termination criteria used for specific problem

sizes and whether or not local search is applied.

instance size (n) runtime limit local

in cities in seconds search

100-400 300 -

800 1,200 -

1,500-3,000 1,000 2-opt

6,000 10,000 2-opt

Table 4.3: Runtime limits and local search configuration for different problem sizes

The termination criterion was generally given in the form of a runtime limit. As local

search method, 2–opt has been chosen. It is explained in more detail in the next subsec-

tion. The small instances with 100 to 800 cities were generally examined without local

search. Runs on larger instances were always executed with local search. From comparing

the results for these two sets of instances, conclusions on the impact of local search on

parameter sensitivity may be derived for the given ACO context.
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4.2.3 Local Search

The local search method that has been used in the present work is 2-opt, as proposed by

Croes [13] in 1958. As many other local improvement methods, it takes some initial valid

solution and tries to improve it by applying relatively small changes.

The general idea of 2-opt is to replace pairs of edges contained in the given tour by

alternative edges if this exchange causes the overall tour length to decrease. This process

continues until no more pairwise swaps exist that would improve the solution quality. The

resulting tour is considered 2-optimal.

For a more detailed examination of 2-opt, the reader is referred to work by Hoos and

Stützle [45]. Further speedup techniques that were applied in the present work are also

described therein. The used implementation applies techniques commonly referred to as

fixed radius search, candidate lists, and don’t look bits. The candidate lists used by the

local search method were of length 40.

The method 2-opt has been chosen for two reasons. Firstly, it allows to demonstrate

the effect of parameter changes with reasonable clarity. While there are other local search

methods that are more powerful than 2-opt, this additional performance typically comes at

a price. Using a stronger local search method, one would have to execute the experiments

on larger problem instances and with a longer runtime to be able to observe the same

behavior as with 2-opt.

Secondly, the relative weakness of the method has been considered a realistic assump-

tion with respect to problems other than the TSP. I.e., in other contexts, the choice of

available local search methods may be limited to fewer and oftentimes weaker alterna-

tives. Accordingly, the use of 2-opt should increase the degree to which the subsequently

presented results can be transferred to different optimization problems.

4.3 Software and Hardware

This section is intended to give the reader some general information on the experimental

setup. The implementation used in the present work is based on the ANSI–C code by

Thomas Stützle, as available online1. The code’s core ACO functionality has not been

subject to major changes unless subsequently noted. Nevertheless, the parameter setting

methods described in the remainder of the work required to extend it in various regards.

The necessary runs for the experimental analysis were executed on a cluster of Intel

Xeon E5410 quad core CPUs (4 x 2.33 GHz, 6MB L2 cache). One computational node of

the cluster contained two of these CPUs, which shared a total of 8 GB main memory. The

experiments were run in parallel and independent from one another. Each algorithm run

was executed on exactly one CPU core with an average of roughly 1 GB main memory

available. It has been verified that the code did not exceed the available memory (i.e., no

swapping effects need to be taken into account). The cluster ran the Linux distribution

Rocks 4.2.1 with underlying CentOS 4.3.

1http://www.aco-metaheuristic.org/
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5 Static Parameter Settings

This chapter presents the analysis that has been undertaken in the scope of this work

regarding fixed parameter settings. By varying the previously introduced reference con-

figurations with respect to one parameter at a time, the algorithm’s sensitivity to changes

in the considered parameters was investigated. The goal of this analysis was to identify

parameters with potential for improving algorithm performance when being adapted in

the course of a run.

After reviewing the examined algorithm configurations in the first section, the respec-

tive results for MAX-MIN Ant System will be presented in section 5.2. The chapter

closes with a third section performing some analysis on the different algorithms’ reference

configurations.

5.1 Examined Configurations

Table 5.1 in combination with table 5.2 gives an overview of the experiments that were

run in the context of this chapter. All experiments used the algorithm configurations as

introduced in section 4.2 as reasonably well performing benchmark setups. Starting from

there, a series of runs were executed, each varying one parameter at a time. Table 5.1

shows the parameters that have been varied as well as the specific values that were used

for each of them.

m β q0 ρ ξ gτ w

1 0.01 0.00 0.01 0.01 0.25 1

2 0.05 0.01 0.02 0.02 0.50 2

3 0.10 0.05 0.05 0.05 1.00 4

5 0.25 0.10 0.10 0.10 2.00 6

7 0.50 0.25 0.20 0.20 3.00 8

10 0.75 0.50 0.40 0.40 5.00 10

15 1.00 0.75 0.60 0.60 10.00 15

25 1.50 0.90 0.80 0.80 50.00 20

50 2.00 0.95 0.90 0.90 30

100 3.00 0.99 0.95 0.95 50

200 4.00 1.00 1.00 1.00

400 5.00

800 10.00

1,600 20.00

Table 5.1: Fixed parameter settings as used in the trade-off analysis
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The sets of test points as shown in table 5.1 have been chosen to provide a represen-

tative spread across the value ranges that were considered reasonable for the respective

parameters. Typically, more test values were chosen towards the extreme ends of the value

ranges, especially the lower end. This was done because small changes in these regions

were expected to have a larger relative effect on algorithm behavior.

With respect to the number of ants (i.e., m) it needs to be noted that not all instances

were examined with all population sizes in the list. On runs with local search, the highest

number of ants that was considered is 200. Without local search, all population sizes up

to 2 · n ants were examined. The latter accounts for the increasing upper limit suggested

by the recommended setting of m = n as introduced in subsection 4.2.1.

Table 5.2 summarizes, which parameters where adapted on which of the algorithms in-

troduced in chapter 2. The table reflects all experiments with static parameter settings

that were executed in the context of this thesis. However, due to space constraints, not

all results can be presented in this document. In the following, only the results for MMAS

will be detailed further. This choice has been made as the deterministic, respectively

adaptive parameter control methods proposed in chapters 6 and 7 were both developed

for MAX-MIN Ant System. Respective result graphs for ACS, MMASq0, and RANKBAS

have been generated and the author will provide them to the interested reader.

m β q0 ρ ξ gτ w

ACS x x x x x - -

MMAS x x x∗ x - s ∈ Sls -

MMASq0 x x x∗ x - - -

RANKBAS x x - x - - x

Table 5.2: Overview of parameters that were examined for specific algorithms

The two combinations marked with x∗ in table 5.2 are effectively the same as MMAS

and MMASq0 differ only in their standard configuration’s value for q0. One should also

note that the effect of changing gτ is examined only for cases with local search, as the

parameter is used only in this setting (see equations 2.22 and 2.23).

Furthermore, the reader should be aware that the one-dimensional test setup described

above is not without limitations. Changing only one parameter based on a fixed refer-

ence configuration is clearly inferior to a full factorial test design considering all possible

combinations of parameter values. While the latter is potentially able to identify various

local optima in the parameter space, the one-dimensional approach essentially examines

the local neighborhood of one specific parameter setting. Choosing this setting according

to widely accepted recommendations ensures to some degree that this search for improve-

ments is centered on a reasonable region of the parameter space.

Given the number of algorithms and parameters examined, a full factorial test layout

would require the availability of enormous computational resources, by far exceeding the

considerable number of CPU years underlying the present study. To examine only a single
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problem instance using MMAS with local search, one would have to examine 149, 072

possible configurations. Taking further instances into account and expecting to run each

configuration several times to obtain a somewhat reliable measure of average performance

illustrates the impracticability of this approach. Thus, should similar studies be conducted

in the future, they need to be carefully designed. To get within realistic ranges of required

CPU time, the study needs to be focused on a rather small set of reasonably discretized

parameters. One may also want to consider using an iterative refinement strategy. In the

latter case, one would start out by examining a limited set of parameter settings that are

in some way equally distributed across different regions of the parameter space. In later

refinement steps, one could explore the promising regions in more detail.

5.2 Results for MAX-MIN Ant System

Before subsequently discussing the obtained results, a couple of general aspects about

selection and format of the former should be noted. The reader may, e.g., use the plots

shown in figure 5.1 to illustrate the aspects mentioned below.

After initial considerations of examining algorithm performance only at the end of the

runtime, it was decided to examine the performance of different parameter settings along

the whole algorithm run. This allows to better contrast the trade-offs incurred between

different parameter settings. While some may perform exceptionally well in early stages

of the run, they may be inferior to others later on. Observing such behavior may give

suggestions on how a parameter’s value should change in the course of an algorithm run

to improve performance.

All shown performance curves depict the average deviation from the optimum across 25

algorithm executions with the same parameter setting. In general, all curves presented in

this thesis, even if depicting other measures, are averaged over 25 runs.

It is important to note that the x-axis gives the algorithm runtime using a logarithmic

scale. When a plot shows no data points in the first seconds, as in figure 5.1(b), this can

be attributed to the algorithm’s initialization phase. The length of the latter is positively

related to the size of the considered problem instance.

The first curve to be shown in subsequent performance plots always corresponds to the

algorithm’s reference configuration. It is typically a continuous red, respectively dark (on

b/w prints) line. To improve the legibility of the plots, each of them shows a maximum

of six curves. These capture the main trade-offs regarding the values in table 5.1.

From the examined set of problem instances (see table 4.1), the instances 400-1 and

6000-1 have been selected as representative examples for cases without, respectively with

local search. While the idea was to generally select the largest possible representative of

each category, the instances with 800 cities were discarded as their 1, 200 seconds runtime

typically cut off the last stage of the convergence process. For algorithm configurations

that were examined only with local search, the instances 1500-1 and 6000-1 will be shown

in the plots. Again, the author provides the remaining results upon request.
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(a) instance 400-1: varying m, no local search
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(b) instance 6000-1: varying m, 2-opt

Figure 5.1: Performance plots for varying m in MMAS

5.2.1 Varying the Number of Ants

Starting with the number of ants as the first parameter to be varied, figure 5.1 provides

the respective performance plots. Both plots generally display the same trends. For many

population sizes, a near parallel development of solution quality can be observed. The

plots also indicate that small population sizes perform well for relatively short runtimes,

while larger populations perform better at later stages of the run.

For the case with local search, the second observation holds for all examined population

sizes, i.e., larger population sizes seem to always improve over smaller ones if runtime

permits. This is especially interesting because it gives rise to ideas for potential parameter

setting schemes, as investigated in the next chapter. E.g., it suggests that it may be a

good idea to start with a small population, which then increases in the course of the run.

Without local search, only rather small population sizes are inferior to larger ones.

Figure 5.1(b) shows several population sizes significantly smaller than the problem size n

(i.e., the reference value) that are able to outperform the latter in early stages without

paying a price in terms of final solution quality. This indicates that the recommendation

of setting m = n by Dorigo and Stützle [22], which has been derived using rather small

TSP instances, does not hold for larger ones.

Another aspect that should not go unnoticed is the different order of magnitude with

respect to solution quality that goes along with the application of local search. While the

small instance without local search starts at close to 70% deviation from the optimum

(i.e., the average best known solution at the end of the first second), the application of

2-opt on a significantly larger instance reduces this initial gap to slightly more than 10%.

5.2.2 Varying the Impact of the Heuristic

The next parameter that has been subject to investigation is β. Figure 5.2 shows perfor-

mance curves obtained by running MMAS with different values for β. The first thing to

be noted is that high values of β apparently start off at significantly better solutions than

lower ones. This can be attributed to the fact that the higher the value of β, the closer the

constructed tours are to a nearest neighbor tour. As it takes some time for the pheromone
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(a) instance 400-1: varying β, no local search
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(b) instance 6000-1: varying β, 2-opt

Figure 5.2: Performance plots for varying β in MMAS

trails to actually evolve exploitable knowledge, runs with low β values spend more time

on a rather random exploration of the search space before they finally start to converge.

A negative effect of using a rather high β is that the knowledge that gets evolved over

time can barely impact the tour construction process. This is the reason why too high β

values make it hard for the algorithm to further improve their good initial solutions. This

is clearly visible for the case with local search when considering the curves for β = 10 and

β = 20. But also without local search, runs with β values of 10 or more display a weak

performance towards the end of the run. Nevertheless, it is these high values which in

the latter case prove superior too many other configurations for significant shares of the

algorithm’s runtime.

Again, the above observations can be used to derive an intuition for how the parameter

β should be changed in the course of an algorithm run. One could, e.g., start with a high

value for β and decrease it subsequently.

Different from the previously examined parameter m, the algorithm’s performance seems

to be a lot more sensitive to the value of β. While in figure 5.1 most curves start and end

within the same region of solution quality, figure 5.2 shows rather large variations - pri-

marily for the case without local search. One may be able to argue that the application of

local search seems to pull the curves corresponding to reasonably-sized βs closer together.

To some degree, the results also confirm the recommendations by Dorigo and Stützle

[22] which mention the fixed value 2 and the interval [2, 5] as well-performing settings for

runs without and with local search, respectively. In fact, a fixed β of 5 seems to perform

best for both configurations. In future extensions of this work, one may want to consider

modifying the reference configuration accordingly.

5.2.3 Varying the Evaporation Rate

The third considered parameter is ρ, whose performance is shown in figure 5.3. Without

local search, medium-sized values seem to perform best in the beginning, while being

inferior to smaller ones as the algorithm converges. In terms of potential adaptation

scenarios, this suggests that reproducing a similar behavior of ρ (i.e., decreasing it from
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(a) instance 400-1: varying ρ, no local search
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(b) instance 6000-1: varying ρ, 2-opt

Figure 5.3: Performance plots for varying ρ in MMAS

mid-sized to low values) during the run could increase algorithm performance. With local

search, similar trends persist with high evaporation rates playing a more important role

in the beginning. Towards the end, they are again somewhat worse than smaller ones,

but with no clear advantage of real small evaporation rates (e.g., 1%− 5%) over moderate

ones (e.g., 20%). Accordingly, it may be a reasonable idea to decrease ρ rather fast from

a high to a low level.

Again, the values recommended by literature perform well with respect to the solution

quality at the end of the run. For the cases without local search, the results suggest that

using ρ = 0.05 may reach the same level of final solution quality as the standard setting

while performing better for significant parts of the run.

Taking the actual meaning of the parameter ρ into account, the results presented in

figure 5.3 also show a rather surprising detail. Choosing the evaporation rate as 1.0

essentially corresponds to switching off the long-term memory of the ant algorithm. The

amount of newly deposited pheromone (see equation 2.19) would still survive to the next

iteration, but all previously deposited pheromone would inevitably be lost. Effectively,

this transforms the ACO algorithm into something similar to a stochastic local search

procedure. The fact that the latter performs quite well on a multitude of problems may

explain the surprisingly good results for high values of ρ. If the MAX-MIN Ant System

with ρ = 1.0 however turned out to strictly outperform configurations with typical (i.e.,

rather low) evaporation rates, this would seriously question the benefit of using stigmergy

in this context. In fact, both, in cases without and with local search, the configurations

using a small evaporation rate are able to perform better than this extreme setting with

respect to their final solution quality.

5.2.4 Varying the Tour Construction’s Elitism

Figure 5.4 provides the performance plots of the next examined parameter. Changing q0

is somewhat untypical for MAX-MIN Ant System, as in its standard setup, the algorithm

does not have this parameter. The required changes have been introduced at the end of

section 2.3 in the context of MMASq0. The latter alias is generally used in the present
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(a) instance 400-1: varying q0, no local search
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Figure 5.4: Performance plots for varying q0 in MMAS

work to refer to an MMAS variant using a fixed positive q0 in its reference configuration

(see table 4.2). Table 5.2 previously indicated that when varying the value of q0, the

experimental setup is the same for MMAS and MMASq0 (i.e., both use pseudorandom

proportional selection as opposed to standard MMAS).

Generally, it can be observed that a high q0 causes the algorithm to start off at better

initial solutions. Similar to starting at a high β, it causes the algorithm to mostly search

around nearest neighbor tours in early stages of a run. While the former reaches this by

explicitly focusing on the heuristic values, the latter does it rather implicitly by increasing

the degree of elitism in tour construction. As the pheromone levels are all rather equal in

the beginning, the major factor influencing tour construction is again the heuristic value.

Thus, a more elitist tour construction strengthens the impact of the heuristic values in

early stages of the run.

While a high q0 does not diminish the effect of different pheromone levels (as, e.g., a

high β), it nevertheless limits the algorithm’s exploration behavior by avoiding locally

sub-optimal choices during tour construction. Accordingly, rather small values of q0 seem

to perform best with respect to the final solution quality, whereas larger values appear to

have problems with reaching equivalent performance levels.

Similar to the previous results, the above observations give rise to a suggestion on how

the parameter q0 could possibly be adapted. It appears to be worth investigating to start

with a high value, which is consecutively decreased to a low one, possibly to zero.

The plots clearly show that standard MMAS (i.e., q0 = 0) is generally among the best

performing configurations with respect to the solution quality reached at the end of a run.

Nevertheless, choosing a reasonably small positive q0 may be competitive towards the end,

while performing better than the reference configuration in early stages of the run.

5.2.5 Varying the Minimal Pheromone Level

For MMAS runs with local search, one more parameter has been subject to experimental

analysis. The parameter gτ effectively depicts the value of the minimal pheromone level

relative to the maximal one (see equation 2.22). The algorithm behavior for different values
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1 10 100 1000 10000

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

time in seconds

re
la

tiv
e 

de
vi

at
io

n 
fr

om
 th

e 
op

tim
um

gττ 2
gττ 0.25

gττ 0.5
gττ 3

gττ 50

(b) instance 6000-1: varying gτ , 2-opt

Figure 5.5: Performance plots for varying gτ in MMAS with local search

of gτ is depicted in figure 5.5. As the respective runs for this pair of graphs were executed

in the context of experiments for chapter 7, a slightly different algorithm configuration has

been used here. As opposed to all previous results, the latter were obtained with MMAS

pheromone re-initializations disabled (i.e., iterstagmin =∞).

It is important to note that both graphs correspond to runs with local search, one on

the instance 1500-1, the other on 6000-1. Both graphs show only little sensitivity with

respect to the setting of gτ . Extremely small as well as extremely large values for the

parameter perform worse than the reference configuration. Even though there is no clear

advantage for the 6, 000 city problem, the 1, 500 city instance suggests that gτ = 3 may

perform slightly better than gτ = 2 (i.e., the standard). In either case, the curves do

not show enough variation, respectively no clear sequence of best parameter values that

could give rise to ideas for promising parameter setting schemes. Accordingly, the idea of

adapting gτ during an algorithm run has not been investigated further at this point.

5.2.6 Summary

In summary, this section was able to illustrate the trade-off between different settings

for the parameters m, β, ρ, q0, and gτ . For many of these, it could be observed that

certain configurations perform better in early stages of the run while others perform best

at a later point. This has led to the development of first ideas on how the respective

parameters would have to change in the course of a run in order to optimize algorithm

performance across different running times. The development of the parameter setting

methods presented in the next two chapters has been guided by this intuition.

The author believes that future analysis on fixed parameter settings in the given context

should in a first step aim at identifying further local optima in the parameter space. This

could be done by algorithmic means such as the previously introduced iterated F-Race

(see subsection 3.2.3) or, if time permits, one could examine some kind of a full factorial

test layout. The results of such an analysis could allow to propose an improved reference

configuration and could provide intuition, which parameters one should change in parallel

in order to move between different well performing regions in the parameter space.
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Figure 5.6: Performance plots for the different algorithms’ reference configurations

5.3 Taking a Glance at the Reference Configurations

This section is divided into two rather short parts. The first subsection contrasts the

performance of the different Ant System variants’ reference configurations. For MMAS,

the second subsection sketches the relationship between algorithm iterations and runtime,

thereby providing insights that will prove helpful in the context of chapters 6 and 7.

5.3.1 Performance Comparison

This section is intended to give the reader a brief overview of the performance levels on

which the other examined algorithms operate compared to MMAS. Figure 5.6 shows the

respective plots.

Especially at the beginning of the run, the curves for ACS show large advantages in

solution quality over all other AS variants. The reference configuration of MMAS as

considered in this work is strongly outperformed in early stages of the run. However, it is

also the one catching up most as the runtime increases. Both, for runs without and with

local search, the smaller ones among the examined instances show MMAS improving over

ACS towards the end. For the largest examined problem size (i.e., 6000 cities), however,

ACS seems to take back its lead after having been inferior to MMAS for a short while.

The initial difference between ACS and MMAS can be explained. The latter method

initializes the pheromone trails at their maximum value τmax whereas ACS uses its im-

plicit lower bound τ0. This initialization keeps the MMAS pheromone levels relatively

homogeneous until enough pheromone is evaporated. In contrast to this, the ants in ACS

create significant differences among the pheromone trails right from the first generation. In

addition, the lower population sizes in ACS allow to execute a significantly higher number

of iterations than in MMAS. This may be a reason for ACS finding good solutions quite

early, whereas MMAS spends a significant amount of time exploring larger regions of the

search space in a less elitist manner. Further supportive reasoning on the effect of using

the pseudorandom proportional selection has been given in the previous section.
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Compared to the previous two algorithms, MMASq0 performs quite poor. Its initial

solution quality is able to strongly profit from the algorithm using the abovementioned

selection method during its tour construction. However, as shown when examining the

effect of q0 on MMAS in the previous section, the high elitism implied by large fixed q0

values comes at the cost of poor convergence behavior in later stages of the run.

Considering Rank-based Ant System, it needs to be stated that this method performs

rather well in configurations without local search. Once the algorithm reaches a reason-

ably good level of solution quality, many of the obtained results however seemed to show a

stagnation of the search. With local search, it needs to be noted that the reference config-

uration as proposed in section 4.2.1 performs extremely poor and cannot be considered a

general recommendation in this context. If one were able to break the stagnating behavior

of RANKBAS, further work on identifying good parameter settings with local search may

yield reasonable results in the future.

5.3.2 Relating Iterations to Time for MAX-MIN Ant System

The two next chapters deal with parameter setting approaches that in some way use the

value of the iteration counter to determine when or how much to change a parameter’s

value. Thus, when trying to put these methods into context with time-based performance

evaluations, it is important to understand how time and iterations relate to one another.

Table 5.3 shows an approximate mapping of time to algorithm iterations for a selected

set of problem sizes. These were derived using randomly chosen runs with the MMAS ref-

erence configuration. The reader needs to note that the depicted mapping is not intended

to serve as an exact translation and that it does not apply to arbitrary algorithm config-

urations. Nevertheless, the shown values can be used as a good indicator of the relevant

order of magnitude when subsequently trying to relate time to algorithm iterations.

time in approximate number of iterations

seconds n = 400 n = 800 n = 1500 n = 3000 n = 6000

5 66 12 86 18 0

10 126 25 201 41 7

20 254 51 470 110 20

50 620 119 1,260 337 70

100 1,260 240 2,600 765 168

200 2,620 490 5,200 1,639 430

500 1,209 13,050 4,144 1,270

1,000 2,467 26,760 8,800 2,725

2,000 5,460

5,000 16,000

10,000 32,000

Table 5.3: Approximate relationship of seconds of runtime to executed algorithm iterations
for the MMAS reference configuration; selected problem sizes
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6 Deterministic Parameter Schedules for

MAX-MIN Ant System

Based on the findings from the previous chapter, chapter 6 will propose a series of deter-

ministic schemes to control different MMAS parameters. The adaptation of the parameters

is performed at the beginning of every iteration of the algorithm’s main loop. With respect

to the pseudo code presented on page 5, the parameter adaptation would be inserted right

in front of the ants’ tour construction.

Several types of parameter schedules were examined. Many of them are inspired by

observations from chapter 5. Others were created out of curiosity to see whether changing

a parameter in a less intuitive manner may benefit the algorithm. Below, the general idea

of the different adaptation schemes is explained.

The first two schedule types change parameters in a linear, respectively exponential man-

ner. They essentially aim at tracking a good value of the adapted parameter throughout

the run. Linear schedules increase or decrease the respective parameter by adding or sub-

tracting a particular amount at regular intervals. One can formalize the logic underlying

a linear schedule for a parameter p as

p =

∣∣∣∣p0 + p1 ·
⌊
iter

k

⌋∣∣∣∣ubound
lbound

(6.1)

where |x|uboundlbound symbolizes that the parameter is lower or upper bounded by some value. In

principle, the value of the parameter is computed from a starting value p0 that is adjusted

by an amount p1 every k iterations. Whenever the adaptation crosses the upper or lower

bound, the parameter’s value is fixed to the respective bound and the adaptation ends.

Exponential schedules work quite similar. They exponentially increase or decrease the

respective parameter by multiplying its value with a fixed percentage every k iterations.

An equivalent mathematical expression can be easily derived by replacing the summation

in equation 6.1 by a multiplication.

The idea underlying one-step schemes is somewhat different. They are based on the

notion of one particular parameter value performing well in early stages of the run and

another fixed value being good for the remaining runtime. Typically, the latter of the two

is chosen with a focus on the level of solution quality reached towards the end of the run.

In general terms, one-step schemes start with a fixed value for the considered parameter

and set the latter to a different, fixed level after a certain number of iterations. In this

case, the formalization is quite straightforward:

p =

p0 if iter ≤ k

p1 else
(6.2)
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In iteration k + 1, the value of parameter p switches from p0 to p1. Similar expressions

can be derived to formalize the subsequently explained schedule types, but are omitted at

this point for the sake of simplicity.

Iterative schemes alternate between different parameter levels. E.g., one could use a

specific parameter level for k1 iterations and then use a different value for the next k2

iterations. This sequence would be repeated throughout the run. This type of parameter

schedule is derived from the fuzzy notion of regularly switching back and forth between

parameter values that foster exploration, respectively exploitation.

Similarly, sinus schemes try to give the algorithm the chance to use all relevant parame-

ter levels on a regular basis. They set the respective parameter by means of a sinus curve,

which is positioned (i.e., shifted and scaled) upon a particular subrange of the considered

parameter’s permitted value range. The curve repeats itself every k iterations.

Random schemes set the respective parameter randomly. Depending on the context,

different distributions may be used. The examination of these schemes primarily aims

at determining whether it is possible to introduce something like a useful noise into the

search process. The latter is based on the idea of preventing search stagnation without

harming the algorithm’s ability to converge to good quality solutions. Some of the used

random schemes also have aspects of linear adaptation. I.e., some schemes using a uni-

form random distribution change the distribution’s value range in a linear manner as the

search progresses. Labeling a random method as deterministic parameter control is rather

unintuitive. However, this is correct in terms of the classification scheme introduced in

section 3.1. It is the method’s property to choose the parameter values without taking

any aspects of the algorithm behavior into account that makes it deterministic.

With respect to the analysis performed in the previous chapter, the parameters m, β, ρ,

and q0 showed some potential for deterministic adaptation. They will thus be examined

further in the following.

Again, only a subset of the obtained results will be presented in detail, i.e., only selected

parameter control schedules will be depicted in the plots. The methods were primarily

selected based on their performance. Details on how the shown schemes work will be

provided along with the results. Upon request, the author provides further information

on properties and performance of the remaining schedules that have been examined.

One important aspect to generally be noted about the subsequently presented results

is the following: Whenever MMAS executes a pheromone re-initialization, the parameter

schedules are also restarted. Effectively, the respective parameter is reset to its initial

value and the adaptation starts from scratch. Whenever the iteration counter iter plays

a role in setting a variable, the number of iterations since the last restart will be used

as the relevant measure. A restart of the adaptation schedule was considered reasonable

as a re-initialization of the pheromone values creates a situation that is in many regards

similar to the one at the beginning of the run. Thus, similar parameter settings should be

applied.
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6.1 Adapting the Number of Ants

The number of ants is the first parameter to be examined here. The results presented in

section 5.2 indicated that increasing the number of ants during a run may be a promising

approach (see figure 5.1). While small population sizes perform well early on, larger ones

guarantee the better solution quality towards the end of the run.

The subsequently shown list provides details with respect to the schedules evaluated

in figure 6.1. Each schedule has an identifier of the form ax i where x is the adapted

parameter and i is an index distinguishing different schedules for the same parameter.

When a curve is labeled x j, this denotes that the curve uses a fixed parameter setting of

x equal to j.

am 1: linear schedule, starting at m = 1 and adding 1 ant every iteration

am 2: linear schedule, starting at m = 1 and adding 2 ants every iteration

am 3: linear schedule, starting at m = 1 and adding 5 ants every iteration

am 4: linear schedule, starting at m = 1 and adding 1 ant every 2 iterations

am 5: linear schedule, starting at m = 1 and adding 1 ant every 5 iterations

am 6: linear schedule, starting at m = 1 and adding 1 ant every 10 iterations

am 14: iterative scheme, alternating between 15 iterations at m = biter/64c and 5

iterations at m = biter/16c
am 18: random scheme setting m according to a uniform random distribution on the

interval [1, biter/16c]

While adaptation schemes am 14 and am 18 are of rather exotic nature, the schedules

with indexes 1 through 6 simply increase the number of ants in a straightforward manner.

By comparing the different linear schedules, one can derive conclusions on which speed of

the increase to choose.

Subfigures 6.1(a) and 6.1(b) show three different well-performing schedules compared

to three fixed population sizes for cases without, respectively with local search. The fixed

population sizes were chosen as the standard setting and two curves intended to depict

the best possible performance at different stages of the run.

The plots show that the deterministic schedules are able to improve the performance of

the reference configuration in early stages of the run without any loss in solution quality in

later stages. Furthermore, the respective performance curves are able to track or improve

the lines corresponding to the best-performing runs with fixed population sizes. It is

especially interesting that for configurations with local search, the schedules are even able

to improve over the reference configuration with regard to their final solution quality. They

reach the performance level of large fixed population sizes (see curve for m = 200 in figure

6.1(b)), while at the same time performing as good as significantly smaller populations in

early stages of the run.

Two interesting observations can be made with respect to the performance of the random

population sizing schemes that were examined. While they perform similarly well as linear

schemes if no local search is applied, one of them shows a surprisingly good performance in

the case with local search (see figure 6.1(b)). For several hundred seconds, am 18 performs

better than all other configurations, even better than the best tested fixed population
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sizes. To some degree, this shows that setting the population size in a random manner can

be more than just a weird way to reproduce a straightforward methodology’s behavior.

While more experimentation is needed to explain this particular situation, another in-

teresting observation can be made when using random schemes working on a fixed interval

(i.e., the distribution’s value range does not change based on the iteration counter). It

turns out that the behavior of some random schemes can actually be related to configu-

rations using a fixed population size. E.g., runs using a fixed number of 400 ants show

exactly the same behavior as choosing the population size using a uniform random dis-

tribution between 1 and 800 (i.e., the expected value is about 400). Due to the rather

simple nature of the respective plots, they are not shown in this document. It appears

that in this case, the performance is dependent on the average number of ants available

to the algorithm, rather than the exact population size in a particular iteration. However,

it is hard to argue along these lines for random schemes that change the distribution’s

value range over time. With respect to figures 6.1(a) and 6.1(b), the average number of

ants in iteration iter is approximately iter/10 for am 6, whereas it is iter/37 for am 14 and

iter/32 for am 18. Despite the significantly different average population size of am 6, all

three methods show relatively similar performance.

Figures 6.1(c) and 6.1(d) contrast further linear population sizing schemes’ performance.

The plots show schemes that increase the number of ants at different speeds in order to

illustrate the sensitivity of linear schemes with respect to this factor. Among the examined

schedules, slow schedules generally perform better than faster ones during most stages of

the run. It may be interesting to run experiments with even slower schedules in the future.

However, for configurations with local search, things look somewhat different when

approaching the end of the run. In this case, schemes increasing the population size rather

quickly are able to perform better than the reference configuration, rather than schemes

working with fewer ants. It may be interesting to investigate in the future whether this

is due to the larger number of ants used at the end of the run or whether the continuous

increase in ants is a precondition for good convergence behavior in later stages.

Besides the above disadvantage, rather slow linear schemes like am 6 consistently proved

to be among the best-performing population sizing schedules, independent from the con-

sidered problem size. Thus, the question on how fast to increase the number of ants may

be rather a question of the required solution quality and runtime constraints and not that

much a matter of instance size.

In summary, this section has shown that the concept of deterministic schedules for the

population size is not only applicable, it is also able to improve the algorithm’s performance

throughout significant stages of the run. Especially with local search, using an increasing

population size improves the quality of the final solution while still improving over the

reference configuration in early stages.

6.2 Adapting the Impact of the Heuristic

The parameter β, i.e., the relative importance of the heuristic information during tour

construction, is the second parameter that showed potential for online adaptation in section
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(a) instance 400-1: varying m, no local search
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(b) instance 6000-1: varying m, 2-opt
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(c) instance 400-1: varying m, no local search, focus
schedule sensitivity
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(d) instance 6000-1: varying m, 2-opt, focus sched-
ule sensitivity

Figure 6.1: Performance plots using deterministic schedules to set m in MMAS

5.2. The results shown in figure 5.2 suggested that it may be a good idea to start with

a quite high value of β and to subsequently decrease it to a reasonable level, e.g., to a

value close to the one of the reference configuration. Figure 6.2 shows the results that

were obtained using the following schedules:

aβ 33: linear schedule, starting at β = 8.0 and subtracting 1.0 every 50 iterations until

β = 3.0

aβ 37: one-step scheme, starting at β = 20.0 and setting β = 1.0 after 50 iterations

aβ 38: one-step scheme, starting at β = 20.0 and setting β = 2.0 after 50 iterations

aβ 39: one-step scheme, starting at β = 20.0 and setting β = 3.0 after 50 iterations

aβ 40: one-step scheme, starting at β = 20.0 and setting β = 1.0 after 100 iterations

aβ 41: one-step scheme, starting at β = 20.0 and setting β = 2.0 after 100 iterations

aβ 42: one-step scheme, starting at β = 20.0 and setting β = 3.0 after 100 iterations

aβ 43: one-step scheme, starting at β = 20.0 and setting β = 1.0 after 250 iterations

aβ 44: one-step scheme, starting at β = 20.0 and setting β = 2.0 after 250 iterations

aβ 45: one-step scheme, starting at β = 20.0 and setting β = 3.0 after 250 iterations
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Subfigures 6.2(a) and 6.2(b) show the best-performing β adaptation schedules compared

to the reference configuration and two well performing fixed β settings. It becomes ap-

parent that some β schemes significantly improve the initial solution quality, particularly

for runs without local search. The one-step adaptation schemes are able to track the best

curves using a fixed β at all times. The fact that the shown linear schedule aβ 33 is slightly

inferior in early stages of the run can be attributed to its lower starting value for β.

Comparing the schedules aβ 39 and aβ 45 for the case without local search suggests

that using a high β for a longer period of time may slightly increase the solution quality

obtained in intermediate stages. At the same time, this improvement seems to come at

the cost of a slightly worse performance in later stages.

The two remaining plots in figure 6.2 examine how the behavior of one-step schemes

changes, when varying the number of iterations after which the stepping occurs or when

changing the value to which β is decreased.

Starting with the case without local search, several interesting observations can be made.

The different lines in the respective plot all share a specific property: They evolve relatively

flat until they seem to hit some magic marker and start to improve rapidly. Analyzing

the obtained results at some detail, it became apparent that this magic marker actually

closely corresponds to the performance curve using the adaptive scheme’s target value as

fixed setting for β. That means aβ 41 is essentially not improving significantly until it hits

the curve for β = 2.0, which is what the mentioned schedule steps down to. The same

observation holds for aβ 40 and aβ 42 with the respective fixed β values 1.0 and 3.0 (the

latter curves are not shown in the plot).

One more conclusion can be derived from figure 6.1(c). While aβ 40 decreases β’s values

after 100 iterations, aβ 37 and aβ 43 do the same after 50, respectively 250 iterations.

While the three curves still all approach the performance curve of a fixed β = 1.0, the

different periods for which they stayed at β = 20.0 show some effect as well. The longer

β stays at value 20, the longer the schedule’s curve tracks the curve of fixed β 20 (shown

only in figure 6.1(a)). At the same time, the magic marker seems to have moved forward

to some extent, possibly at the cost of final solution quality.

For future work, it would be interesting to investigate whether the magic marker can be

pushed a lot more towards the beginning of the run. In fact, it is not really clear what the

algorithm is doing during its initial phase without major improvements. One may argue

that it takes some time, before the pheromone levels actually converge. It could also be

possible that the pheromone distribution needs to adapt after a significant change in the

value of β, before the algorithm is able to converge again. However, the latter is somewhat

contrary to a previously stated observation. It does not really explain why staying with a

high β for a longer period, and thereby effectively shortening the number of iterations the

algorithm can adapt to the lower β, causes the magic marker to move forward. Further

investigation is needed to explain this scenario.

For the case with local search, the first of the above conclusions on the magic marker

does not hold, i.e., the curves do not follow the trend of the respective fixed β curve once

they cross it. Instead, schedules changing β in the same iteration seem to all follow the

same trend (not shown here). Figure 6.2(d) illustrates the different algorithm behavior

that can be observed based on the point in time, when the schedule steps down to the
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(a) instance 400-1: varying β, no local search
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(b) instance 6000-1: varying β, 2-opt
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(c) instance 400-1: varying β, no local search, focus
schedule sensitivity
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(d) instance 6000-1: varying β, 2-opt, focus schedule
sensitivity

Figure 6.2: Performance plots using deterministic schedules to set β in MMAS

lower β. It is possible to determine the approximate moment when the switch occurs by

using table 5.3. The latter provides an approximate mapping of runtime on the number

of performed iterations.

Even though these results suggest, that decreasing β rather early shifts the magic marker

to the left, further experiments switching beta after only a few iterations could not verify

this assumption. The impression that this may not be possible is also supported by figure

5.2(b), illustrating the levels of solution quality that can be reached by varying β.

Concluding this section, it can be stated that schedules to adapt β during the run have

been proven feasible and effective. However, it needs to be noted that their behavior is not

yet fully understood. This may or may not lead to the discovery of additional optimization

potential if examined further in the future.

6.3 Adapting the Evaporation Rate

The third parameter for which deterministic schedules were developed is ρ, i.e., the evapo-

ration rate used in MMAS. When changing the parameter ρ during a run, other measures
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need to be adjusted as well. This is necessary, as τmax is derived based on the value of

ρ, and τmax is used further to determine the value of τmin (see equations 2.14, 2.22, and

2.23).

Figure 6.3 shows the performance of different schedules that were examined. Again, the

upper two subplots illustrate the behavior of well-performing schedules, while the lower

two present further schedule variants to illustrate relevant trade-offs.

taρ 1: one-step scheme, starting at ρ = 1.0 and setting ρ = 0.01 after 2 iterations

aρ 14: random scheme, setting ρ based on a uniform distribution between 0.0 and 0.5

aρ 15: random scheme, setting ρ based on a uniform distribution between 0.0 and 0.1

aρ 16: random scheme, setting ρ based on a uniform distribution between 0.0 and 0.05

aρ 27: one-step scheme, starting at ρ = 0.9 and setting ρ = 0.2 after 100 iterations

aρ 28: one-step scheme, starting at ρ = 0.6 and setting ρ = 0.02 after 250 iterations

aρ 29: one-step scheme, starting at ρ = 0.9 and setting ρ = 0.2 after 250 iterations

aρ 31: linear schedule, starting at ρ = 0.9 and subtracting 0.01 every 5 iterations until

ρ = 0.2

aρ 32: linear schedule, starting at ρ = 0.6 and subtracting 0.01 every 10 iterations

until ρ = 0.02

Considering runs without local search, one particular aspect distinguishes schedules for

ρ from those for m and β. For the latter parameters, most well-performing schedules were

typically able to improve the algorithm’s performance in early stages of the run without

any loss of solution quality towards the end. However, this turns out to be rather hard to

achieve for ρ.

For cases without local search, the schedules aρ 28, respectively aρ 32 both start with a

value for ρ that performs well in early stages of the run. Subsequently, they decrease the

parameter to its standard value 0.02. While similar schedules for m and β perform well

throughout a run, figure 6.3(a) shows that the two methods are not able to align with the

reference configuration’s curve when reaching it. Effectively, both curves keep tracking

the curve corresponding to using their initial level of ρ = 0.6 throughout the whole run.

Surprisingly, setting ρ in a random manner is able to perform equally well in early

stages while coming rather close to the reference configuration’s curve with respect to

final convergence. It should also be noted that choosing a fixed value of ρ = 0.2 performs

quite well compared to the proposed schedules, which may question the use of schedules

for ρ in a more general manner.

For runs with local search, final solution quality seems to be a less important issue. Quite

reliably, the curves track the performance of the respective run with fixed ρ. Towards the

end of the run, one can argue that the schedule aρ 31 performs somewhat better than the

fixed setting of ρ = 0.9, which it otherwise tracks. It is this small difference that may

justify the use of schedules for the parameter ρ when applying local search. Without it,

using the respective fixed parameter setting would perform equally well.

Figure 6.3(c) shows that without local search, there are actually variants of random and

one-step schemes that are able to achieve the solution quality of the reference configuration

(i.e., aρ 15 and aρ 1). While this advantage comes at the price of being somewhat inferior
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(b) instance 6000-1: varying ρ, 2-opt
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(c) instance 400-1: varying ρ, no local search, focus
schedule sensitivity
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(d) instance 6000-1: varying ρ, 2-opt, focus schedule
sensitivity

Figure 6.3: Performance plots using deterministic schedules to set ρ in MMAS

to the results shown in figure 6.3(a), at least the random scheme aρ 15 is still better than

the reference configuration.

Figure 6.3(d) illustrates for configurations with local search that decreasing the evapo-

ration rate too early causes the schedule’s performance curve to deviate from its optimal

path. Whenever the switch to the lower evaporation level occurs, the convergence process

is slowed down and the curve somewhat flattens out for a while. While this is clearly

visible for aρ 27, aρ 29 shows only a slight setback right before it crosses the curve using a

fixed ρ of 0.9.

In summary, it can be stated that using deterministic schedules for the evaporation rate

is generally applicable. However, for cases without local search, it is hard to find schemes

that perform equally well throughout all stages of the run.

It should also be kept in mind that there are fixed settings for ρ that perform similarly

well as the best among the schedules that were examined. Even though testing new

schedule compositions is for sure an option, one may also want to consider choosing a

good static value for ρ while focusing on changing other parameters during the run.
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6.4 Adapting the Tour Construction’s Elitism

The fourth and last parameter for which deterministic schedules were developed is q0, i.e.,

the parameter determining the algorithm’s degree of elitism when using the pseudorandom

proportional rule during tour construction. The results obtained using the below set of

methods are presented in figure 6.4:

aq0 1: one-step scheme, starting at q0 = 0.99 and setting q0 = 0.0 after 2 iterations

aq0 4: one-step scheme, starting at q0 = 0.99 and setting q0 = 0.0 after 50 iterations

aq0 8: one-step scheme, starting at q0 = 0.99 and setting q0 = 0.0 when about 100%

of the initial pheromone level τ0 have been evaporated

aq0 14: linear schedule, starting at q0 = 0.99 and subtracting 0.001 every 2 iterations

until q0 = 0

aq0 17: random scheme, setting q0 uniformly random between 0.0 and 1.0

aq0 19: random scheme, setting q0 using a uniform binary distribution, i.e., q0 ∈ {0, 1}

While most of the above schedules follow a straightforward methodology, aq0 8 may

require a somewhat more detailed explanation. The number of iterations iterx after which

x · 100% of the initial pheromone level is evaporated, is computed as follows:

τmin + x · (τmax − τmin) = τmax · (1− ρ)iterx (6.3)

iterx =
log
(
x+ (1− x) · τminτmax

)
log(1− ρ)

(6.4)

Equation 6.3 describes a situation in which x·100% of the possible evaporation has taken

place, assuming an initialization of the pheromone levels at τmax and an evaporation of

ρ · 100% each iteration. Pheromone deposits are not taken into account. Solving this

equation towards iterx across several intermediate steps allows to derive the expression

shown in formula 6.4. When the iteration counter reaches iterx, the schedule aq0 8 would

decrease q0 to 0.0.

Figure 6.4(a) shows the best performing schedules for runs without local search. The

first thing that becomes apparent is that compared to m and ρ, the q0 schedules start at

a relatively good solution quality. While there are schemes that are able to improve these

good solutions even further right from the beginning of the run, many of them are charged

a price in terms of final solution quality.

Two approaches seem to exist that allow starting at a significantly better solution with-

out performing worse towards the end. The first one is to set q0 to a relatively high value

at the beginning and to decrease it rather quickly (see, e.g., aq0 1). The high initial q0

implicitly enforces the construction of nearest neighbor tours, which allows the algorithm

to start at a relatively good solution quality. Decreasing q0 to a small level rather quickly

seems to be necessary to not impact the final solution quality in a negative way. Gen-

erally, these schemes appear to follow a relatively flat line until they reach the curve of

the respective low value setting, which they consecutively track. To some degree, this

resembles the ”magic marker situation” for the parameter β. Again, it may be interesting

to investigate, whether the respective point can be moved further towards the beginning

of the run.
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(a) instance 400-1: varying q0, no local search
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(b) instance 6000-1: varying q0, 2-opt
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(c) instance 400-1: varying q0, no local search, focus
schedule sensitivity
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(d) instance 6000-1: varying q0, 2-opt, focus sched-
ule sensitivity

Figure 6.4: Performance plots using deterministic schedules to set q0 in MMAS

The second promising approach may be a somewhat surprising one. The schedule aq0 17

sets a new random q0 every iteration and seems to provide an interesting trade-off between

performance in early stages and nearly no loss of solution quality towards the end.

With local search, the situation seems to be a somewhat different one. Linear and

one-step schemes which decrease q0 rather slowly respectively rather late all seem to be

able to follow the trend of the best performing fixed value curves. Surprisingly, some of

them even appear to improve over the reference configuration in later stages of the run.

Random schemes again seem to achieve reasonable performance gains in early stages, but

show some weakness towards the end.

Figures 6.4(c) and 6.4(d) show some variations of the previously examined schemes for

runs without, respectively with local search. The former figure essentially demonstrates

the effect of changing the length of the period after which q0 is decreased. The longer the

parameter stays on its initial value 0.99, the longer the method tracks the curve using this

value throughout the run. If q0 is set to 0.0 relatively early, the curve flattens out and

does not converge significantly before meeting the reference configuration.
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However, if q0 stays at 0.99 rather long, as in aq0 8, a quite interesting observation can

be made. From the algorithm’s behavior with respect to the schedules aq0 1 and aq0 4 one

would assume that its convergence stagnates once q0 is decreased and that it does not

recover until the curve for q0 = 0.0 is met. But this is not the case. Once the parameter

is set to zero (i.e., at about 20 seconds), it actually starts to improve compared to the

curve it has been tracking before. Even though this advantage is somewhat offset by the

method’s poor performance towards the end of the run, it nevertheless demonstrates an

interesting property of the parameter q0. It appears that based on the prior history of

algorithm settings, which effectively is depicted in the deposited pheromone, the search

process reacts different to (the same) changes in q0. This gives rise to the idea that there

may be something like an optimal level of q0 which is based on some property of the

present pheromone levels. A similar idea will be investigated further in the context of the

adaptive method proposed in chapter 7.

For the case with local search, figure 6.4(d) illustrates the effect of switching q0 to a

small value at two different points in time. It shows that using the high q0 only for a short

period is not sufficient to track the best possible curve. While switching q0 to zero after

only 2 iterations (i.e., aq0 1) causes a significant decrease in performance, doing the same

after 50 iterations (i.e., aq0 4 at about 30 seconds) appears to barely have any effect at all.

The figure also shows the performance of two different random schedules. A binary ran-

dom distribution performing better than a continuous one early on, while being slightly

worse in later stages, leaves room for interpretation. One may argue that to achieve a

good initial solution quality in terms of a nearest neighbor tour, extreme values of q0 are

required and thus, the binary distribution should perform better. In later stages, a too

elitist tour construction may be somewhat harmful as it effectively hinders the exploration

of the search space.

The experimental results presented in this section have shown that it is very well possible

to create deterministic schedules for q0 which improve algorithm performance. A good

initial solution can reliably be created by choosing a high parameter value for some time.

Without local search, a trade-off between further improvements in early, respectively late

stages of the run may have to be taken into account. Random schemes show a surprisingly

good performance for the examined instances. Even though not presented here for the

sake of simplicity, sinus schemes for the parameter q0 in some cases performed similarly

well as random approaches.

6.5 Comparing Schedules for Different Parameters

This section aims at deriving first conclusions on which parameter, when being adapted

using deterministic schedules, is able to improve the solution process the most. Of course,

this does not account for potential benefits from changing several parameters at once, but

it may give indications on which parameters to focus with respect to future work. Figure

6.5 shows the performance curve of the best schedules without, respectively with local

search.
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Figure 6.5: Comparison of best-performing schedules for MMAS

Generally, the shown methods were selected with a special focus on final solution qual-

ity. The goal was to achieve a superior performance in early stages of the run without

deteriorating results at the end.

For the case without local search (see figure 6.5(a)), all shown methods but aρ 14 match

this condition. The latter has been added as it is superior to all other methods during an

intermediate stage of the run. Effectively, it shows what may be possible for this stage if

one succeeds to further improve the remaining schedules.

What is especially noteworthy about the results for instance 400-1 is that several of the

shown curves seem to be able to improve over the reference configuration during all stages

of the run. While being clearly superior in early stages, some also appear to be slightly

better towards the end. As all approaches show advantages in different stages of the run,

it is hard to identify a single parameter that shows the largest potential for improving the

algorithm’s performance. The optimal choice for a specific problem setting without local

search would essentially depend on the required trade-off with respect to the algorithm’s

performance across different runtimes.

Figure 6.5(b) shows the best-performing schedules for runs with local search. The

schedules for q0 and ρ are clearly superior to the others in early stages of the run. However,

the latter pays a price in terms of final solution quality. All other methods perform slightly

better than the reference configuration towards the end, the number of ants apparently

being the most decisive factor in that regard. For now, the use of deterministic schedules

for the parameter q0 seems to offer the best trade-off between solution quality in early,

respectively late stages of the run. This is effectively one of the reasons why changing q0

on configurations with local search will be further examined in the following chapter.

One aspect should be noted about the results presented in figure 6.5. For three out

of four parameters, random schemes were among the best-performing schedules. Either

without or with local search, the parameters m, ρ, and q0 are represented by methods using

uniform random distributions to determine a new parameter value every iteration. This

seems to be an indicator for the algorithm profiting from a certain degree of randomness

being inserted into the search process. It may be a promising idea to examine combining a
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rather stable (e.g., linear) schedule for one parameter with a random scheme for another,

thereby trying to profit from both approaches’ strengths.

When considering which method to combine with other parameter control approaches,

it is import to not only look at the respective performance curves. One should also

consider the implicit effect of the different methods with respect to the development of the

pheromone levels. E.g., there are several ways to enforce a good initial solution quality,

which have quite different effects on the pheromone distribution. Choosing a high q0 for a

few iterations creates good quality solutions in early stages by enforcing the construction

of nearest neighbor tours. Doing this leaves the pheromone levels largely untouched.

Choosing a high evaporation rate in early stages also leads to the algorithm constructing

good solutions rather soon. But in this case, the effect is due to the generally low and

rather different pheromone levels, which the approach creates. These lead to an increased

importance of the heuristic value for rarely selected edges, while at the same time making

the algorithm more elitist with respect to recently deposited pheromone.

There is one more thing to be kept in mind when evaluating the performance of the

different schedules for applications with local search. Chapter 5.2 previously showed that

the results for schedules changing the parameter ρ are only slightly superior to those of

choosing the best fixed ρ. Would it not be for the loss of solution quality towards the end,

choosing a different fixed evaporation rate may be able to achieve a performance compa-

rable to good deterministic schedules. However, even given this somewhat questionable

situation, the concepts examined in this chapter provide insight into how the different pa-

rameters impact the algorithm’s behavior. Methods were suggested that generally allow

to track the best fixed settings’ performance. Even if using a different evaporation rate in

the reference configuration turned out to significantly improve its performance, applying

similar schedules in this new region of the parameter space should again provide better

results.
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7 An Adaptive MAX-MIN Ant System

Variant: MMASdde

In contrast to the deterministic parameter control methods examined in the previous

chapter, the approach introduced in the following is of adaptive nature. Instead of choosing

the respective parameter’s value as a function of the iteration counter, it is determined

based on specific properties of the search process. The new method is called MAX-MIN

Ant System with distance dependent elitism (MMASdde) and derives its name from setting

the degree of elitism used in tour construction (i.e., the parameter q0) based on the average

distance between the tours generated by the ants. A detailed explanation of this approach

is given in section 7.1. The second section presents the results obtained from experimental

analysis. The last section illustrates some considerations on how to derive an optimal

average distance between tours (i.e., a measure to be introduced in the subsequent section)

based on the size of the considered problem instance.

7.1 Method

The method described in the following paragraphs is based on the idea of an optimal degree

of heterogeneity among the solutions generated in a particular iteration. It is assumed that

if the tours created by the ants are too similar, the algorithm is not exploring enough; if

they are too dissimilar, the algorithm does not exploit its generated knowledge, represented

in the form of the pheromone levels, enough. To put this idea into practice, several

subproblems need to be solved. First, one needs to find a measure of the heterogeneity of

the solutions created in a specific iteration. Second, one needs to check whether specific

values of the measure can be related to a particularly good, respectively bad performance

of the algorithm. In other words, one needs to find out, whether there is something like an

optimal level of heterogeneity, which one could try to maintain in order to sustain a high

level of algorithm performance throughout the run. Finally, one needs to specify a rule

set relating the value of the considered parameter to the used measure. This is necessary

to be able to dynamically adapt the parameter so that the measure’s value stays close to

its optimal value. The subsequent paragraphs will illustrate how these steps were put into

practice for the method examined in this chapter.

As measure of solution heterogeneity, the average pairwise distance of the tours con-

structed by the ants has been chosen. The distance between a tour T a and a tour T b is

defined as the number of edges that are contained in T a, but not in T b. This is effectively

the same as the number of cities n minus the number of common edges. While similar so-

lutions share many edges and thus get assigned a small distance, rather different solutions

accordingly have a high distance. Looking at the average of this value across all possible
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Figure 7.1: Performance plot for different q0 values in MMAS, instance 1500-1, 2-opt

pairwise combinations of ants’ tours indicates the algorithm’s performance with respect

to the trade-off exploration vs. exploitation.

To determine whether specific average distances perform superior to others, runs with

different fixed parameter settings were compared to one another (i.e., similar to section

5.2). The goal was to identify a particular distance value that would be encountered for

each setting of the examined parameter, each time marking a phase in which the respective

setting performs better than the others.

Figures 7.1 and 7.2 illustrate this for different fixed values of the parameter q0 with local

search applied. While figure 7.1 shows the performance of the different configurations over

time, the latter displays the corresponding development of the average distance. As the

latter information has been recorded by iteration, one may want to use table 5.3 to get an

impression of the development of distance over time. Two more things should be noted

with respect to figure 7.2. Firstly, it displays only distance values larger than 1.0, which

allows for a reasonable scaling on the logarithmic vertical axis. Secondly, all shown curves

display some type of running average of the original data, i.e., the later in the run, the more

iterations have been summarized into one data point. The non-flattened curves would be

harder to analyze as they show a stronger fluctuation around the depicted lines. The same

applies for consecutively shown plots of the average distance between solutions.

Using the data underlying the two figures, it has been possible to identify a particular

value of q0, which seemed to characterize the best performing curve across the whole range

of runtimes. More information on how to determine, respectively predict this value is given

in section 7.3. For now, one may consider 18 and 40 as the relevant values representing the

results of a first manual analysis for problem instances 1500-1 and 6000-1. These are the

target distances that were used to produce the results presented in the next section, i.e.,

the method will try to adapt q0 in a manner that aims at keeping the solutions’ average

distance at this level.

The respective changes in q0 are typically governed by a set of rules, increasing or

decreasing the parameter based on the observed average distance. In the present case (i.e.,
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Figure 7.2: Distance plot for different q0 values in MMAS, instance 1500-1, 2-opt

changing q0; with local search), these rules are of rather simple nature. Considering the

meaning of q0 for the algorithm, it is intuitive that increasing it would decrease the average

distance and vice versa. Increasing the degree of elitism with respect to tour construction

favors a rather small group of well performing edges and thus leads to the algorithm

producing relatively similar solutions. Using low elitism on the contrary increases the

chances of less visited edges to become part of a tour and thus increases solution diversity.

This intuition is confirmed by figure 7.2, which suggests that the higher one chooses q0,

the lower is the average distance.

It needs to be noted that the method as presented here can be applied only for runs with

local search. Other configurations focusing on changing β, respectively ρ, both, for cases

with and without local search, have also been subject to a first investigation. However,

there either seemed to be no clear optimal distance value for these configurations or the

rule set required to track it appeared more complex than the one above. A similar setup

for gtau has been discarded as changing the parameter showed too little impact on the

algorithm’s behavior (see subsection 5.2.5).

One question that stayed unanswered so far is how to adapt q0. Generally, linear or

exponential stepping would be applicable (i.e., changing q0 by a fixed amount or multi-

plying it with a fixed factor). However, these schemes leave only few options to change

the variable’s behavior in more complex ways. Therefore, the method as examined here

uses fixed sets of possible values for q0 (i.e., q0 stepping schemes). Each time, the variable

is changed, the next larger, respectively smaller value from the respective set is chosen.

Table 7.1 gives an overview of the sets that were used in this work.

For each set of values, there are two adaptation schemes aq0 using the set. One of them

starts the parameter adaptation at the highest value of the set (e.g., aq0 900), the other

one at the lowest value (e.g., aq0 910). While the former configuration is the more intuitive

approach, the latter one aims at demonstrating the ability of the adaptive process to cope

with a suboptimal initialization.
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aq0 set of used q0 steps initial q0

900 (910) {0.0, 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99, 1.0} 1.0 (0.0)

901 (911) {0.0, 0.01, 0.1, 0.5, 0.9, 0.99, 1.0} 1.0 (0.0)

902 (912) {0.0, 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 1.0} 1.0 (0.0)

903 (913) {0.0, 0.2, 0.4, 0.6, 0.8, 1.0} 1.0 (0.0)

904 (914) {0.0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.07, 0.1, 0.25, 0.5, 0.75, 1.0} 1.0 (0.0)

Table 7.1: Stepping schemes for q0 as used by MMASdde

The different sets of potential q0 values were chosen to examine the impact of focusing

on different regions of the parameter’s permissible value range. Some of them choose

more values close to one or both ends of the possible range, while others use a more

evenly distributed set of values. By choosing a rather large set of values close to zero,

the schemes aq0 904 and aq0 914 try to trap the adaptation in the lower ranges. I.e., once

q0 has reached a rather small level, the parameter value is significantly increased only

if the average solution distance stays above the target value during several consecutive

adaptation steps.

Two more aspects should be noted with respect to the experimental setup used in this

chapter. Firstly, the subsequently presented results were obtained with MMAS pheromone

re-initialization disabled (i.e., iterstagmin = ∞). This design choice has been made upfront

as the respective rapid changes in the pheromone levels were expected to potentially de-

teriorate the adaptive method’s performance. With hindsight of the obtained results,

the method turned out to be rather robust and should generally be able to handle such

changes. Thus, future extensions of this work should no longer make this restriction and

instead use a standard MMAS setup.

The second aspect to be noted is concerned with the frequency at which the adaptation

of q0 takes place. As the computation of the average solution distance is somewhat compu-

tational expensive (i.e., O(n2)), the adaptation is performed only every 10 iterations in the

standard configuration. The effect of adapting q0 every iteration is also briefly reviewed

in the next section.

For a better understanding of how MMASdde relates to the concepts introduced in

chapter 2, it may be interesting to once again review the pseudo-code introduced on page

5. An implementation of the adaptive method requires to extend the code towards the

end of the algorithm’s main loop (i.e., at any point after the application of local search).

If the iteration counter is a multiple of the chosen update frequency, two additional steps

have to be executed. First, the average distance between the tours constructed by the

ants needs to be determined. Then, based on how the result relates to the chosen target

distance, q0 would either be decreased or increased. The new value of q0 would be used in

subsequent iterations of the main loop, until the next adaptation of the parameter takes

place. The initialization phase would be responsible for assigning q0’s initial value as per

table 7.1.
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(a) instance 1500-1: varying q0, 2-opt
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(b) instance 6000-1: varying q0, 2-opt
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(c) instance 1500-1: varying q0, 2-opt, focus set sen-
sitivity
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Figure 7.3: Performance plots using a distance-based adaptive method to set q0 in MMAS

7.2 Results

The results of the analysis described in the previous section are depicted in figure 7.3.

The upper two plots each compare two selected variants of the adaptive approach to

well performing static configurations. The lower two compare all five previously proposed

variants starting with a q0 of 1.0 (see table 7.1). As the method is concerned only with

configurations using local search, the instances 1500-1 and 6000-1 were chosen to give the

reader an idea of the impact of instance size.

Generally, the well performing variants aq0 900 and aq0 904 are at all times able to

track the best-performing curve corresponding to some static configuration. The results

also show that independent from the chosen q0 stepping scheme, the adaptive process is

able to follow the same general trend. There are slight indications that concentrating

more values around the lower and possibly also the upper end of the value range seems

profitable. However, the differences in performance as observed among the five adaptive

algorithm variants still lack a more conclusive explanation. Comparing the results of

the two examined instances suggests that the chosen q0 stepping scheme becomes rather

irrelevant as the instance size increases.

67



Figure 7.4 analyzes the behavior of the proposed adaptive process in more detail using

problem instance 1500-1. Equivalent plots for instance 6000-1 were generated and confirm

the subsequently discussed behavior. While the left three plots in figure 7.4 show infor-

mation about the standard configuration, which updates q0 all ten iterations, the plots

on the right show the behavior with updates in every iteration. All plots show curves

for three different configurations, i.e., the reference configuration and two of the adaptive

approaches presented in this chapter. While one of the adaptive methods (i.e., aq0 900)

starts with a q0 of 1.0, the other one (i.e., aq0 910) starts with q0 equal to 0.0.

Figures 7.4(a) and 7.4(b) show the development of q0 during the run. After an initial

phase in which the development of the parameter is depicted in an exact manner, the data

points in later stages show an average across several iterations in order to improve the

readability of the plot. The curves clearly show how the method assigns a high q0 in early

stages and subsequently decreases it in the course of the run. Even if starting at a low

q0 value, as with aq0 910, the method is able to catch up rather fast. One may be able

to argue that adapting q0 only every ten iterations causes a small delay with respect to

when the parameter is decreased again. This trend does not seem to persist in a noticeable

manner when adapting every iteration.

The next two plots in the same figure show the development of the average solution

distance for the same three runs. The curves show that the two adaptive approaches

reliably converge to the target distance (i.e., 18 for instance 1500-1). By comparing the

development of q0 and the average solution distance over time, one can confirm that the

method works as expected. As long as the average distances are rather large, a high q0 is

used. As the distance converges to its target value, q0 is decreased to a rather low value.

The performance for the two update frequencies is depicted in figures 7.4(e) and 7.4(f).

Generally, both adaptive settings are able to improve over the reference configuration.

However, the adaptive method starting at q0 = 0.0 (i.e., aq0 910) needs some time until it

is able to catch up with the configuration starting at the optimal q0 (i.e., aq0 900). With

respect to the last two plots, it becomes clear that the update frequency has a crucial

effect on performance if a rather large number of adaptation steps are required before q0

reaches its optimal level for the first time.

Along these lines, it may be worth considering one particular idea for a future extension

of the used methodology. Alternative to increasing the frequency of parameter updates,

one could try to relate the magnitude of the change to the magnitude of the discrepancy

between the present solution distance and the target distance. I.e., if the observed average

distance is significantly larger than the target distance, one could increase q0 by several

steps instead of just one. One possible way to do this could be to increase, respectively

decrease q0 by at maximum x steps, if the average distance misses its target value by a

factor 2x. Such an approach would not only solve the problem of a sub-optimal initializa-

tion, it could also help the algorithm to react more appropriately to changes in distance

that occur during later stages of the run. However, one should be aware that in the latter

case, overshooting the required q0 may cause the algorithm to oscillate around the optimal

distance value if not dealt with correctly.

A last interesting comparison to be made is the one contrasting the performance of

deterministic schedules with the performance of the new adaptive approach. Figure 7.5
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(c) distance plot, update every 10 it.
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(d) distance plot, update every it.
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(e) performance plot, update every 10 it.
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(f) performance plot, update every it.

Figure 7.4: Effect of q0 starting value when using a distance-based adaptive method to set
q0 in MMAS, instance 1500-1, 2-opt
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(b) instance 6000-1: varying q0, 2-opt

Figure 7.5: Comparison of best-performing schedule with adaptive q0 for MMAS

shows the respective curves for the instances 1500-1 and 6000-1. It turns out that both

approaches perform more or less equally well, possibly with slight advantages for the

adaptive method.

Still, there are further advantages that come along with the use of an adaptive method-

ology. Assuming that an appropriate target distance is known or can easily be derived

for a particular class of problem instances, the method is expected to be able to dynam-

ically adapt to various states of the search process. It has previously been shown that it

is, e.g., able to cope with different initialization conditions. The next section proposes a

simple method to predict approximate target distances for the uniformly random problem

instances used in this work. Considering the option to transfer the proposed methodology

to optimization problems other than the TSP, using an adaptive approach may even be-

come a necessity. Some problem settings may require q0 to continuously undergo changes

throughout the whole run. This may be due to a higher inherent dynamic of the search

process for some static problems or it may apply to explicitly dynamic problems whose

fitness landscape changes during a run.

7.3 The Target Distance: Further Considerations

This section proposes an approach to determine the optimal average solution distance

(i.e., the target distance) in a more structured way. While the target distances used to

generate the presented results were intuitively selected based on comparing different pa-

rameter settings’ distance development, this section aims at providing a more reproducible

approach.

The idea underlying this approach is rather simple. It is based on the assumption that

towards the end of the run, the reference configuration (i.e., q0 = 0) is typically the best

performing configuration with a fixed q0 value. Figure 7.2 has shown before that the

reference configuration’s average distance measure typically converges to a rather stable

value as the algorithm run progresses. Examining the curves of the other configurations

using a fixed q0 value, it turns out that they all cross that particular value at some point.
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Figure 7.6: Distance plot for the MMAS reference configuration on different problem sizes

Typically, this crossing of lines happens with a time-wise proximity to phases in which the

particular setting performs especially well. Thus, the average solution distance as realized

by the reference configuration towards the end of the run is herein considered the optimal

distance.

Figure 7.6 shows how the distance measure develops for different problem sizes when

using the reference configuration. The curves’ different lengths origin from different run-

times, respectively the higher duration of a single iteration with larger problem sizes.

Table 7.2 lists the average distances that have been determined for the different problem

instances, as well as the iterations that are reflected in these averages. Based on these

average distances, a linear regression on the size of the problem instances has been per-

formed. The values predicted by the linear regression and their deviation from the actual

values are also depicted in the table.

instance average considered distance predicted regression

distance iterations by linear regression residual

1000-1 15.62 45,001-50,000 16.72 -1.10

1500-1 17.10 23,001-28,000 18.67 -1.57

2000-1 22.89 13,001-18,000 20.62 2.27

2500-1 22.14 8,001-12,000 22.57 -0.43

3000-1 26.34 7,501-10,000 24.52 1.82

3500-1 25.74 5,501-8,000 26.47 -0.73

4000-1 27.67 4,751-6,000 28.42 -0.75

4500-1 32.35 4,501-5,500 30.37 1.98

6000-1 34.77 35,001-40,000 36.22 -1.45

Table 7.2: Average solution distance at the end of the run, using the MMAS reference con-
figuration on different problem sizes: experimental results and linear regression
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According to the linear regression, the average distance of the reference configuration,

respectively the target distance dtargetavg can be derived as:

dtargetavg = 12.8243575 + 0.00390003 · n (7.1)

It may be a legitimate simplification to state that a first estimate of the average distance

goal can be derived by taking a value of 13 and adding another 4 for every 1, 000 cities

of problem size. To derive a more accurate estimate, one may have to examine additional

problem instances, respectively one may want to use longer runtimes to ensure the average

distances are converged in all cases.

However, first results indicate that MMASdde is not extremely sensitive with respect

to the used target distance. It rather seems to be the order of magnitude that matters in

the first place.

It needs to be noted that the optimal values suggested by the above methodology are

expected to be dependent on the used reference configuration, especially on the number

of ants and the used local search method. First experimental results also seem to indicate

that a clustering of the used problem instances may limit the method’s applicability in its

present form. Before blindly using the method in future analysis, one may want to confirm

its results in the respective context. The general idea of deriving the optimal distance from

the curve evolving the highest final solution quality may nevertheless be transferable to

rather different configurations.
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8 Conclusion

8.1 Summary

This work dealt with improving ACO algorithms’ performance by changing their parameter

settings online, i.e., while the algorithm is being executed. After outlining four of the most

prominent ACO algorithms for the TSP, prior work in related fields has been reviewed.

Parameter setting methods introduced for Evolutionary Algorithms were examined with

respect to their applicability in an ACO context and work done in the latter field has been

discussed.

A first experimental analysis presented in this work focused on the performance of

MAX-MIN Ant System with different static parameter settings. This study started by

a previously defined reference configuration and changed only one parameter at a time.

Typically, the best performing parameter setting is dependent on the point in time at

which the solution quality is measured. While some settings quickly obtain a relatively

good solution but stagnate only little later, others perform worse in the beginning but

improve over the former in later stages. These observations effectively provided some

intuition on how to change the respective parameters over time in order to have the

algorithm achieve a good solution quality during all stages of the run.

Based on this intuition, chapter 6 proposed deterministic schedules to vary the param-

eters m, β, ρ, and q0 during a run. Computational experiments proved the schedules’

applicability in the given context. Nearly all presented methods are able to improve the

reference configuration’s performance in early stages of the run. Especially the schedules

proposed for β and q0 yield significant improvements in the first seconds. Some approaches

achieve the good performance in early stages at the cost of being inferior to the reference

configuration later on. However, other schedules are even able to improve the performance

towards the end of the run. This is especially noteworthy, as this is where the reference

configuration is typically among the best-performing setups.

Another aspect that should not go unnoticed is that some rather unintuitive schemes

showed an impressive performance. In several cases, assigning a new randomly generated

m, ρ, or q0 every iteration seemed to introduce a useful diversity into the search process.

For varying q0 in configurations with local search, one more parameter control method

was introduced in chapter 7: MAX-MIN Ant System with distance dependent elitism

(MMASdde). It varies the tour construction’s degree of elitism (i.e., q0) in an adaptive

manner, i.e., its value is determined taking information about the state of the search into

account. The new method is based on the idea that the algorithm performs at its best,

if the tours constructed by the ants show a specific degree of heterogeneity. Using the

average solution distance as a measure for the latter, q0 is adapted to keep the measure

on its target value.
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The results of a computational analysis showed that the adaptive method works as

expected. It is able to reliably steer the search process towards meeting the target distance

and to subsequently maintain the desired level of heterogeneity. Even when starting at

rather unfavorable settings for q0, the new approach quickly adapts accordingly. The

performance of MMASdde is comparable to the one of good deterministic schedules for

the same parameter.

For the experimental setup as used in the present work, section 7.3 proposed a method

to determine appropriate target distances as a function of the problem size. Given this

additional information, MMASdde is expected to be rather robust and may be worth

further investigation in the future.

8.2 Options for Future Research

In the course of this work, a series of opportunities for future research have been pointed

out. This section will focus on ideas directly related to the present work. Further possible

approaches inspired from previous research were pointed out in the literature review in

section 3.2. From the author’s perspective, the potential applications for operator selection

methods (see subsection 3.2.3) deserve particular attention.

With respect to examining fixed parameter settings, a main focus should be to identify

further local optima in the parameter space. Tools like iterated F-Race or a smart full

factorial test design may permit to find better starting points for a potential parameter

adaptation and may help to understand trade-offs relating to more than one parameter.

For the reference configuration as presented in subsection 4.2.1, choosing a somewhat

higher β or using a small positive q0 promises to improve performance. Decreasing the

population size for cases without local search, respectively increasing it when local search

is applied, also seems to yield advantages in early, respectively later stages of the run.

Concerning deterministic schedules, it may be a reasonable next step to investigate

possible benefits from adapting several parameters at once. To successfully configure

schedules for several parameters, it will probably be necessary to take interactions between

the different parameters into account. Simply running two or more of the previously

examined schedules at once may very well lead to different effects partially offsetting one

another, but should nevertheless be investigated before turning to more complex studies.

Another interesting research direction could be to further examine the notion of useful

randomness as suggested by the success of random parameter control schemes. One could,

e.g., try to combine a rather stable (e.g., linear) approach for one parameter with a random

method for another parameter to identify the scenarios in which this form of noise has

a positive impact on the search process. It may also be possible to develop approaches

using a variable degree of randomness for a particular parameter and to thereby control

measures such as the average solution distance. One could, e.g., try to track a target

distance by changing a uniform random distribution’s value range in an adaptive manner.

The newly introduced MMASdde could also be an interesting subject for further analy-

sis. In a first step, one could explore the algorithm’s behavior when using different target

distances. This would allow to derive further conclusions on the method’s sensitivity with
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respect to this new parameter. It would also help assessing whether the method proposed

in section 7.3 is able to reliably derive well-performing values for the target distance.

In a next step, one could try to apply similar concepts to other parameters, respectively

to configurations without local search. An initial examination of the average solution

distance for different levels of q0 without the application of local search showed some

potential for adaptation. However, the rule set required to steer the adaptive process

seemed somewhat more complex than the one presented in the previous chapter. One may

also have to limit the value range used for q0 in this case.

From a more general perspective, it may be of interest to investigate how different

problem characteristics impact the performance of the proposed methods, e.g., by running

experiments on clustered TSP instances.

Another idea that opens a wide field of research is the application of the concepts

proposed in the present work to contexts other than the TSP. E.g., results by Randall

[59] indicated that the QAP may profit more from adapting parameters during the run

than does the TSP. One may also want to consider choosing a problem class where ACO

approaches are among the best-performing methods and where parameter control methods

could thus help to achieve or improve state-of-the-art performance.

To close a section on future research opportunities, it may be appropriate to recap a

related statement of one of the pioneers in the broader context of the field. In a recently

published book chapter, Ken de Jong [16] states that from his perspective, the most promis-

ing applications of parameter control methods can be found in dynamic environments. It

is intuitive to argue that it is more natural (and should be more rewarding) to apply such

methods to problem settings that are by definition changing their fitness landscape over

time and thus inherently require an adaptive behavior on the parameter side. Assuming

an increasing real life importance of dynamic optimization problems in the next decades,

the author believes that the future focus of the research community is likely to somewhat

shift in that direction.
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Overview of Used Variables and Sets

Used Variables

α relative influence of the pheromone trail during tour construction

avg average number of different choices available

to an ant at each step while constructing a solution

best alias for the ant, resp. tour used in the pheromone update

β relative influence of the heuristic values during tour construction

bs alias for the best-so-far ant, resp. tour

cand number of cities on the candidate list

Ck cost, resp. length of the tour built by ant k

Cnn cost, resp. length of a nearest neighbor tour

dij distance from city i to city j

dtargetavg average distance target used by MMASdde

ηij heuristic value of the edge between city i and city j

f iλ λ-branching factor of city i ∈ N

favgλ average λ-branching factor of all cities i ∈ N

f restartλ threshold with respect to favgλ that in combination with other

factors triggers a pheromone re-initialization in MMAS

gτ factor determining the size of τmin relative to τmax for s ∈ Sls
ib alias for the iteration-best ant, resp. tour

iterstagmin minimum number of iterations without improvement before a

restart may be triggered

λ sensitivity of the λ-branching factor

m number of ants

n number of cities

ppp
k
ij probability with which ant k, located at city i, continues its tour to

city j according to the pseudorandom proportional rule

rpp
k
ij probability with which ant k, located at city i, continues its tour to

city j according to the random proportional rule
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q0 probability of simply choosing the best city according to the random

proportional rule instead of applying the rule as described for AS

rb alias for the restart-best ant, resp. tour

ρ pheromone evaporation level for the global pheromone update

τ0 initial pheromone level

τij pheromone on edge between cities i and j

τpij value of τij prior to applying a specific update

∆τkij amount of pheromone deposited by ant k on the edge between

cities i and j

τmin minimal pheromone value permitted on any edge

τmax maximal pheromone value permitted on any edge

τ imin lowest pheromone value on any edge incident to city i ∈ N

τ imax largest pheromone value on any edge incident to city i ∈ N

w number of ants that deposit pheromone in RANKBAS

ξ pheromone evaporation level for the local pheromone update

Used Sets

M set of all ants

N set of all cities

Nk
i set of cities that ant k has not yet visited when being at city i

S set of all possible algorithm setups, resp. configurations

Sls set of algorithm setups s ∈ S that use a local search method

Sls set of algorithm setups s ∈ S that do not use a local search method

T k tour generated by ant k (i.e. an ordered set of edges)
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