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Abstract

We look at robotic systems made of separate discrete components that, by self-
assembling, can organize into physical structures of growing size. We review 22
such systems, exhibiting components ranging from passive mechanical parts to mo-
bile robots. We present a taxonomy of the systems, and discuss their design and
function. We then focus on a particular system, the swarm-bot. In swarm-bot, the
components that assemble are self-propelled modules that are fully autonomous in
power, perception, computation, and action.

We examine the additional capabilities and functions self-assembly can offer an
autonomous group of modules for the accomplishment of a concrete task: the trans-
port of an object. The design of controllers is accomplished in simulation using
techniques from biologically-inspired computing. We show that self-assembly can
offer adaptive value to groups that compete in an artificial evolution based on their
fitness in task performance. Moreover, we investigate mechanisms that facilitate the
design of self-assembling systems. The controllers are transferred to the physical
swarm-bot system, and the capabilities of self-assembly and object transport are
extensively evaluated in a range of different environments. Additionally, the con-
troller for self-assembly is transferred and evaluated on a different robotic system,
a super-mechano colony.

Given the breadth and quality of the results obtained, we can say that the swarm-
bot qualifies as the current state of the art in self-assembling robots. Our work
supplies some initial evidence (in form of simulations and experiments with the
swarm-bot) that self-assembly can offer robotic systems additional capabilities and
functions useful for the accomplishment of concrete tasks.
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1. Introduction

In the last few decades, robots have been transforming the way the world works [83].
Yet, even the most sophisticated ones are unable to perform everyday tasks we take
for granted [136]. Robots mostly operate under highly controlled conditions and
may depend on human assistance.

One of the grand challenges of robotics is the design of robots that are self-
sufficient. This can be crucial for robots exposed to environments that are unstruc-
tured or not easily accessible for a human operator, such as the inside of a blood
vessel, a collapsed building, the deep sea, or the surface of another planet.

Among the various types of robots that exist, modular reconfigurable robots are
the most flexible ones. They are made of one or a few types of discrete compo-
nent modules which can be connected into many distinct topologies. Therefore,
exploring a limited set of modules, a human can set up a robot so that it has
a context-dependent morphology. Self-reconfigurable robots are modular reconfig-
urable robots that can autonomously transform between different topologies. For
instance, they can adapt their locomotion strategy by transforming from a snake
topology to a hexapod topology and vice versa. In many of the current implemen-
tations, modular reconfigurable robots are initially manually assembled and once
assembled, they are incapable of assimilating additional component modules with-
out external assistance. This lack of autonomy is a severe limitation to the adap-
tivity and self-sufficiency of the robotic system. In contrast, in this dissertation we
are interested in robotic systems whose components are capable of self-assembling
autonomously to set up modular robots of arbitrary size.

1.1. Problem Statement

Self-assembly is one of the fundamental principles for generating structural organi-
zation in natural and artificial systems. Self-assembly can involve components at
scales from the molecular (e.g., DNA strands forming a double helix) to the plan-
etary (e.g., weather systems). In robotics, self-assembly is of particular interest
because it may provide modular robots with additional capabilities and functions.
An example is that of a modular robot that could change the number or type of its
component modules in order to solve a problem that originally it could not solve.
We talk in this case of task-oriented self-assembly. Other interesting examples are
those of modular robots that, through self-assembly, could achieve self-replication
by using building blocks provided by the environment, or self-repair by replacing
defective components with new modules available in the environment. Addition-
ally, modular robots could also use self-assembly as a way to reproduce capabilities
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observed in non self-assembling self-reconfigurable systems. For instance, a mod-
ular robot could, by self-assembling, display task-oriented reconfiguration, that is,
transform between different topologies so that it can solve a problem it could not
solve in its original configuration.

We believe that the capabilities mentioned above will become more and more
important as increasingly complex missions place greater demands on robotic sys-
tems.

In this dissertation, we design and study self-assembly processes with the swarm-
bot [178]. Swarm-bot is a distributed system composed of autonomous self-propelled
robotic modules that, by establishing physical connections with each other, can
organize into modular robots. We investigate biologically-inspired computing tech-
niques to let modules display self-assembly in physics-based computer simulations.
In particular, we make use of evolutionary algorithms to synthesize control policies.
Thereby, we focus on control policies that let the robotic modules display task-
oriented self-assembly, that is, policies that let the modules accomplish a concrete
task. We then conduct a series of systematic experiments in order to examine the
performance on the (physical) swarm-bot system under a variety of conditions.

1.2. Preview of Contributions

The main contribution of this thesis is the supply of evidence that self-assembly
can offer robotic systems additional capabilities and functions useful for
the accomplishment of concrete tasks.

In the following, the original contributions of this dissertation are listed.

1. Survey and taxonomy of designed systems that demonstrated self-assembly
at the macroscopic scale. We review 22 such systems, exhibiting components
ranging from passive mechanical parts to mobile robots.

2. Evidence1 that the cooperative transport of a heavy object by a group of
robotic modules (starting from random locations near the object) does not
necessarily require awareness among the modules to be effective. This sup-
ports the hypothesis that in social insects group transport has evolved from
solitary transport.

3. Evidence1 that robotic modules (although they can neither sense nor com-
municate with each other directly) can benefit from behaving differently in
group transport than in solitary transport.

4. Evidence1 that self-assembly can offer a group of robotic modules adaptive
value when competing with other groups in an artificial evolution based on the
fitness in cooperative transport; in other words, evidence that self-assembly
is useful for robotic systems to accomplish concrete tasks. Moreover, detailed
analyses reveal the proximate mechanisms.

1Based on physics simulations.
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5. Evidence1 that a simple recurrent neural network can be an effective solution
for letting a group of robotic modules display the collective capabilities of
self-assembly and group transport.

6. Design and implementation of a control policy for self-assembly of self-propelled
component modules that scales well with group size: on average, a module
assembled (i) in 98-100% of the trials (with up to 16 physical modules), and
(ii) with sub-linear time complexity (as validated with up to 100 modules1).

7. Demonstration of self-assembly with self-propelled component modules that
are fully autonomous in perception, control, action, and power.

8. Systematic quantitative evaluation of the performance of a self-assembly sys-
tem composed of more than two self-propelled component modules (up to 16
modules).

9. Demonstration (and systematic quantitative evaluation) of a self-assembly
system composed of self-propelled component modules on rough terrain.

10. Transfer of a control policy for self-assembly from one modular reconfigurable
robotic platform to a different modular reconfigurable robotic platform.

11. Design and implementation of a control policy for group transport by phys-
ically connected robotic modules of which some lack knowledge about the
target location. By physically interacting with those modules that can per-
ceive the target location, “blind” modules achieve a performance superior to
that of a passive caster.

12. Design and implementation of an effective group transport mechanism for
medium-sized groups of autonomous robotic modules.

13. Demonstration (and systematic quantitative evaluation) of group transport
by medium-sized groups of autonomous robotic modules on rough terrain.

14. Demonstration that self-assembly can offer a modular robotic system addi-
tional capabilities and functions useful for the accomplishment of the following
tasks:

• Object manipulation: to transport an object that does not provide suf-
ficient contact surface for an effective manipulation via direct module-
object interactions;

• All-terrain navigation: (i) to overcome a gap too wide for a single module
to pass; and (ii) to overcome a hill too steep for a single module to pass2.

2This study was accomplished in collaboration with Rehan O’Grady.
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15. Evidence3 that a homogeneous group of 12 non-deliberative robotic modules
can solve a task that requires 10 or more robotic modules to cooperate; more-
over, the task requires the modules to organize into distinct logical groups
and teams to perform different subtasks concurrently. To the best of our
knowledge, currently this experiment represents the most complex example
of division of labor in swarm robotics.

1.3. Outline

The remainder of this dissertation is organized into five parts.
In Part I, we provide background material that helps put our work into context.

Chapters 2 and 3 give an introduction to the fields of distributed robotics and
biologically-inspired computing, respectively.

In Part II, we survey and critically assess related work. We provide an extensive
review of self-assembling systems at the macroscopic scale (Chapter 4). The review
is supplemented by an overview of related work in group transport (Chapter 5).
The focus of the survey is on designed systems. However, the survey also provides
a brief excursion to self-assembly and group transport in natural systems.

In Part III, we look at self-assembly as a mechanism that helps systems of au-
tonomous components to accomplish concrete tasks. In particular, we address the
transport of a heavy object by a group of mobile robots. We investigate the design
of control policies by evolutionary algorithms. Design and analysis are accomplished
using physics based simulations. In Chapter 6, we examine whether self-assembly
can offer adaptive value to groups that compete in an artificial evolution based on
their fitness in task performance. We also look at the relation between solitary and
group transport. In Chapter 7, we study mechanisms that bias the evolution of
self-assembly in task performance. In Chapter 8, we consider groups of robots with
heterogeneous capabilities: some robots are not capable of localizing the target
location to which the object has to be transported, while all others can.

In Part IV, we report on a series of experimental works on self-assembly per se.
In Chapter 10, we examine the performance and reliability by which modules of
the swarm-bot system autonomously assemble with each other and/or an object.
Moreover, we study self-assembly processes that involve large groups of modules. In
Chapter 11, we study self-assembly processes in fairly uncontrolled environments.
In particular, we detail experiments carried out on two different types of uneven
terrain. In Chapter 12, we examine to what extent the self-assembly mechanism
is generic, and thus applicable to different modular robotic platforms. We transfer
and test the control policy on the super-mechano colony (SMC) platform.

In Part V, we report on a series of experimental works on group transport of a
heavy object with the swarm-bot system. Firstly, we consider the situation that the
modules are physically connected to each other and with the object from the begin-
ning of the trial. The modules have no knowledge about their relative positions. In

3This study was accomplished in collaboration with Shervin Nouyan.
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Chapter 14, we examine the performance of homogeneous groups of pre-assembled
modules; all modules are capable of localizing the target location. In Chapter 15,
we examine the performance of heterogeneous groups of pre-assembled modules;
some modules are capable of localizing the target location while others are not.
Secondly, we consider the situation that the modules start from separate locations
in the environment (see Chapter 16). The modules self-organize into assembled
structures which in turn manipulate the object.

Each of Parts III to V is concluded by a summary and critical assessment of the
work (Chapters 9, 13, and 17).

Chapter 18 presents further work and highlights possible extensions and future
research directions. In Chapter 19, the final conclusions are drawn.

5



1. Introduction

6



Part I.

Background

7





2. Distributed Robotics

In this chapter, we present a brief historical account of the field of distributed
robotics (Section 2.1). We go on to discuss the main system architectures, that is,
multi-robot systems and modular robots, as well as a hybrid system called swarm-
bot (Section 2.2).

2.1. Brief Historical Account

In the late 1940’s, Walter [250, 123] built two autonomous robots called Machina
speculatrix (or simply tortoise) that presented behaviors that resembled those of
simple animals. The robots had each a driving and steering mechanism, a head
light, a photo-receptor, and a bump sensor. The robots were designed to search
continuously for light attractors and approach them as long as they are of moderate
intensity. If a robot observed such an attractor, its head light was turned off,
otherwise, it was turned on. In an experiment, the robots were set up in a dark
environment. They approached each other exhibiting complex motion patterns.
Such “mutual recognition”, allowed “a population of machines” to form “a sort
of community”, which broke up once an external attractor was introduced [250,
page 129]. This two-robot system can be considered the first example of distributed
robotics. Moreover, a single robot was reported to exhibit complex interactions with
itself when facing its mirror image—a behavior, if “observed in an animal, might
be accepted as evidence of some degree of self-awareness” [250, pages 128–129].

In the 1950’s, the first physical models of self-replication were built. L. S. Penrose
and R. Penrose [205] implemented a system in which passive mechanical parts
move on a linear track when the latter is subject to side-to-side agitation. In their
default position, the parts do not link under the influence of shaking alone. If a
seed object composed of two parts, mechanically linked to each other, is added, it
replicates by physically interacting with the other parts on the track. Jacobson [133]
implemented a system in which self-propelled electromechanical parts move on a
circular track with several branches. A seed object composed of two parts could
trigger other parts to assemble into identical objects without human intervention.

From the early 1970’s onwards, Hirose studied a snake-like robot design, later re-
ferred to as the Active Cord Mechanism (ACM) [117]. ACM is “a functional body
which connects in series joint units which can bend in an animated manner, and
which forms a cord” (page 1). The study was motivated by the efficiency of snake-
like locomotion, and the variety of functions a snake-like mechanism could provide
(e.g., in tree-climbing snakes) while retaining a simple form. Hirose modeled a lo-
comotion mode common to most snakes, and validated the model using position
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and force measurements taken from in vivo experiments with Elaphe quadrivir-
gata. Hirose went on to design a series of physical models and demonstrated their
capabilities.

In the late 1980’s, studies of Fukuda and Nakagawa [86, 88, 87] as well as Beni [17],
and Beni and Wang [251] provided an enormous impetus for a field that developed
into distributed robotics. Fukuda and Nakagawa proposed a novel type of robotic
system, called “dynamically reconfigurable robotic system (DRRS)”, which can
“dynamically reorganize its shape and structure . . . for a given task and strategic
purpose”. DRRS is a system made of “several cells”, with built-in intelligence and
the ability to autonomously connect to and detach from one another [87, pages 55–
56]. The authors also presented a first prototype of this system, the CEBOT Mark I.
Beni and Wang introduced the term “cellular robotic system”, referring to a system
that can “encode information as patterns of its own structural units” [17, page 59];
the units would be structural elements, each with built-in intelligence, able to move
in space and act asynchronously under distributed control. Beni and Wang later
used the terms “swarm” and “swarm intelligence” in this context [18, 19].

Early physical implementations of distributed robotic systems are the CEBOT
Mark I [88] we already mentioned, the CEBOT Mark II [90], ACTRESS [9], and
GOFER [38].

2.2. System Architectures

Most distributed robotic systems can be categorized according to their system ar-
chitecture into either multi-robot or modular. Multi-robot systems are composed
of multiple distinct robots, which typically can perform multiple tasks in parallel.
In contrast, modular robot systems are composed of relatively simple component
modules that are linked together to form a robot. A few hybrid systems exist,
sharing properties of both multi-robot and modular systems. A recent example of
such a hybrid system is swarm-bot [178]. In the following, we overview research
on multi-robot systems and modular robot systems, as well as the swarm-bot (as
an example of a hybrid system). The abundance of publications in this area does
not allow a thorough review, therefore we only discuss some of the most relevant
works.1

2.2.1. Multi-Robot Systems

Multi-robot systems are composed of multiple distinct robots. In general, two
classes of multi-robot systems exist: (i) systems composed of stationary robots
(e.g., parallel manipulators [46]), and (ii) systems composed of mobile robots.

Multi-robot systems are applicable to a wide range of tasks (see [40, 8]). Mar-
tinoli and Mondada [159, page 5] proposed to distinguish between collective non-

1Note that in Part II a review of the literature related to the particular subject of the thesis
is given as well.
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cooperative tasks that do “not necessarily need cooperation among the individuals
to be solved” and collective cooperative tasks “which absolutely need the collab-
oration of two or more individuals in order to be carried out, because of some
physical constraints of a single agent”. They report about two experiments. In
one experiment, five mobile robots have to remove relatively long cylinders from
holes in the ground. The removal of each cylinder requires the collaborative effort
of two robots. Therefore, the task is considered collective cooperative. In the other
experiment, the task is to let a group of one to five mobile robots cluster small
cylinders that are scattered arbitrarily in a squared arena. The task is considered
collective non-cooperative. The use of multiple robots speeds up the cluster build-
ing process in absolute terms. However, the relative performance (i.e., the average
size of constructed clusters per capita) is best in case the group is composed of
only a single robot—multiple robots would cause an “increasing rate of destructive
interferences” [159, page 8].

The latter example illustrates that increasing the number of robots of a group
performing a collective non-cooperative task, can increase the gross benefit for a
group, however, not the benefit per capita (see also [68]). Consequently, tasks
that can be solved super-efficiently—those where the gross benefit increases super-
linearly with the number of robots—can be considered collective cooperative tasks.
Note, that super-efficiency is possible even for tasks that can be solved already by
a single agent (for an example, see Section 5.1).

Mechanisms for Coordination

Several mechanisms can cause coordinated activity in multi-robot systems. For
example, the experimenter could set up the initial state of the environment so
that the robots’ actions are implicitly coordinated with each other. An example is a
system Parker designed for the study of fault tolerance in multi-robot systems [201].
Two mobile robots were required to push a wide box across a room. In the simplest
case that was investigated, the two robots were identical in hardware and leant
against a same side of the box, but on opposite ends, heading both in the direction
of transport. In such a situation the problem is reduced to balancing the extent to
which the two robots move forward and thus push the box.

A-priori knowledge of the environment can also help to achieve coordinated
activity in multi-robot systems. In a system studied by Wang et al. [252], for
instance, a group of mobile robots used a-priori knowledge of the physical properties
of an object (center of mass and shape) to ensure that the latter is caged by the
surrounding robots during transport (and therefore can not escape). In the extreme
case, robots have an accurate model of their environment and of themselves. Then,
all actions can be planned in advance [55]. This is commonly referred to as open loop
control, as the robot does not take feedback from the environment into account.
Animals often have extensive knowledge of their environment. Such knowledge can
be encoded in the animal’s genes or can be obtained through life-time learning [129].
Similarly, coordination in multi-robot systems can be achieved by evolutionary
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algorithms that (implicitly) encode a-priori knowledge of the environment to the
robots’ behavioral genes [64, 244]. This is possible even if the robots can neither
communicate, nor perceive each other directly [109].

In most multi-robot systems, robots coordinate activities by using some form
of communication. Dudek et al. [68] presents a detailed taxonomy considering
communication range, topology, and bandwidth. In the following, we focus on a
simpler classification developed by Cao et al. [40]:

• Interaction via environment refers to the transfer of information mediated
through the environment. In the simplest case, a robot manipulates the en-
vironment and the manipulation has an immediate effect on other robots.
This is the case, for instance, when multiple robots manipulate a single ob-
ject simultaneously [1]. By manipulating the environment, robots can also
leave persistent signs which stimulate the activity of other robots. This kind
of indirect communication is also referred to as stigmergy [102]. Stigmergic
communication is widely used in social insect societies, for example, dur-
ing the construction of mounds by termites of Macrotermes bellicosus [39].
Stigmergic communication has been implemented in several multi-robot sys-
tems [100, 16, 158].

• Interaction via sensing “refers to local interactions that occur between agents
as a result of agents sensing one another, but without explicit communica-
tion” [40, page 12]. Kuniyoshi et al. studied autonomous agents observing
their teammates’ actions to gain useful information about the current situa-
tion [151]. They propose a framework, called cooperation by observation that
is based on interactions via action recognition. They introduce the term at-
tentive structure to refer to “a set of attentional relations among all members
of a cooperative group and related objects” (page 769). Attentive structures
exist in social animals like monkeys or apes. In some animals, the members
of a group are paying attention to a common leader individual. Their ac-
tions can be highly dependent on the observed behavior of the leader, as, for
instance, during an attack of the group [44]. In other animals, no common
leader individual exists. Instead, individuals pay attention to nearby group
members. Such attentive structures are typically found in animal groups
showing herding, flocking, and schooling behaviors [39]. Various types of at-
tentive structures, including leader-follower and nearest-neighbor, have been
implemented in multi-robot systems [162, 163, 95, 233, 255, 64]. In principle,
interaction via sensing can be considered an implicit form of communication,
in particular, as an observed agent can change action and thereby influence
the behavior of its observers.

• Interaction via communication refers to interactions involving explicit com-
munication. Thereby, information is either broadcasted or transferred to spe-
cific teammates. Information transfer can take place through direct physical
interactions, such as touch. This latter form of communication can also be re-
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ferred to as direct interaction [242]. Explicit communication can improve the
performance of a multi-robot system. This is typically the case, for instance,
if the system benefits from robots being quickly recruited to certain areas
of the environment. Balch and Arkin [11] studied such an environment and
showed that it can be sufficient for each robot to signal its state. The transfer
of more elaborate information would not result in any significant increase in
task performance.

Control Algorithms

Over the last two decades, a wide range of algorithms has been investigated for the
control of multi-robot systems. One common approach is to decompose the task into
independent sub-tasks, hierarchical task trees, or roles [202]. “Independent subtasks
or roles can be achieved concurrently, while subtasks in task trees are achieved
according to their interdependence” (page 1302). A prominent algorithm for multi-
robot task allocation is ALLIANCE [198, 199, 200, 201]. It is a decentralized
algorithm that follows a behavior-based approach [34]. ALLIANCE was developed
to achieve fault-tolerant action selection. It assumes that robots detect with some
probability the effect of their own actions as well as the actions of other team
members. The structure among the basic behaviors is hard-coded. Matarić [164,
165] proposed an approach based on reinforcement learning [235] to let robots learn
how to collaborate in a “puck” foraging task. Thereby, the robots are provided with
a set of hand-coded behaviors, including “avoidance, dispersion, searching for pucks,
picking up pucks, homing, and sleeping” (page 197). The robots were required to
learn how “to correlate appropriate conditions for each of these behaviors in order
to optimize the higher-level behavior” (pages 198).

Evolutionary algorithms (see Section 3.1) are another approach that can be used
for the design of robot controllers [116, 192]. This approach is also applicable to
multi-robot system control. In principle, evolution can bypass both the problem of
decomposing the task and the problem of implementing basic behaviors that achieve
the subtasks [64]. Early studies developed collective behavior such as herding or
flocking in simplistic simulation environments [214, 258, 227]. Quinn et al. [210]
evolved controllers that let a group of three simulated robots display collective mo-
tion, “under the constraint of minimal and ambiguous sensors” (page 2341). All
robots of the group interpreted an identical controller, an artificial neural network.
Following the evolutionary phase, the best-rated network was tested in 100 trials
with a group of three (real) robots. The authors report that “the team successfully
completed all trials. There was thus no evidence of any degradation of performance
as a result of transferring the controllers to real robots” (page 2332). Trianni,
Dorigo, and others [243, 64] evolved neural networks for aggregation behaviors for
a group of five robots in a simple, physical simulation environment. As in the
system of Quinn et al., the control was homogeneous. Several distinct aggregation
strategies were evolved. The best strategies were validated using a more detailed,
physical simulation model of the robot. Quantitative measures of the aggregation
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performance were used to confirm that the performance scales well with group
size. Nelson et al. [190] co-evolved neural networks that control competing teams
of simulated robots playing a game called capture the flag. The controller was then
transferred to a team of real robots called EvBots. The authors report that “the
same basic evolved abilities are observed in simulation and real games” (page 164).
The authors systematically measured the performance of the neural network strat-
egy when competing with either random or more elaborate, hand-coded strategies.

2.2.2. Modular Robot Systems

Modular robots are composed of multiple standard-type modules, each with built-in
intelligence and a connection mechanism through which it can be linked with other
modules. Recently, special attention has been paid to self-reconfigurable robots,
that is, modular robots whose components can autonomously transform between
different topologies [279, 218, 278, 183]. Self-reconfigurable robots have potential
advantages over conventional robots as they are capable of changing their morphol-
ogy. Moreover, reconfigurable robots are capable of self-repair, as demonstrated
with Fractum [184, 185]. As reconfigurable robots are very versatile and even flex-
ible in size, they can potentially perform a wide range of tasks [186, 240, 265, 43].

Following Yim et al. [279], self-reconfigurable robots can be roughly categorized
according to the type of reconfiguration as follows. Chain/Tree-based reconfigurable
robots can change shape “by attaching and detaching chains of modules to and from
themselves, with each chain always attached to the rest of the modules at one or
more points. Nothing ever moves off on its own.” [279, page 34]. Examples are
PolyBot [276] and CONRO [42]. Lattice-based reconfigurable robots can “change
shape by moving into positions on a virtual grid, or lattice. . . . As with chain[-
based reconfigurable] robots, all the modules remain attached to the robot” [279,
page 34]. Examples are the Crystalline robot [219] and ATRON [197]. Mobile
reconfigurable robots are characterized as follows [279]:

[These robots can] change shape by having modules detach themselves
from the main body and move independently. They then link up at new
locations to form new configurations. This type of reconfiguration is
less explored than the other two because the difficulty of reconfiguration
tends to outweigh the gain in functionality. (page 34)

In chain-based, lattice-based, and mobile reconfigurable robots, modules or groups
of them are self-propelled. Modules of stochastic self-reconfigurable robots, in con-
trast, are externally propelled. They move “around using statistical processes (like
Brownian motion)” [278, page 44]. Such robots can change shape by having modules
selectively detach themselves from the main body and link up at random locations.
Examples are the systems developed in Lipson’s and Klavins’ groups [261, 26].
Finally, hybrid systems integrate features of several reconfiguration types. For ex-
ample, M-TRAN [187] implements features of both chain-based and lattice-based
reconfigurable systems.
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Control Algorithms

Some systematic approaches exist for defining controllers for reconfigurable robots.
One class of algorithms addresses the problem of adjusting the relative positions of
modules without changing the connection topology. Yim [273], for example, studied
the problem of locomotion using a pre-computed gait control table, which specifies
for each control cycle and for each module of the robot a basic action to be per-
formed. The controller is executed either from a central place or in a distributed
fashion. In the latter case, the modules synchronize their actions using internal
timers. Shen et al. [222] proposed “hormone-inspired” communication and con-
trol, in which artificial hormones help modules to synchronize actions and discover
changes in the topology. For example, a set of independent running caterpillar-
like robots could be connected into a single entity which would adapt its gait to
the new topology. In a similar experiment, such bigger entity was manually split
into distinct entities that continued to move as independent caterpillars. Recently,
a mathematical framework for hormone-inspired control has been presented [128].
Støy [230] proposed a role-based control algorithm to let modular robots display
periodic locomotion patterns. A module’s role specifies its actions and how to
synchronize them with neighbor modules. Communication uses a parent-child ar-
chitecture; thus, modules need to be arranged in acyclic graphs. An extended
version of the control algorithm can also cope with cycles.

Another class of algorithms addresses the problem of adjusting the relative posi-
tions of modules by changing the connection topology. Yoshida et al. [281], for ex-
ample, proposed a two-level motion planner for lattice-based reconfigurable robots.
A global planner ensures that the robot as a whole follows a predefined 3-D tra-
jectory. To do so it specifies several candidate paths that bring individual modules
from the tail to the head of the robot. A motion scheme selector chooses a feasible
path for each module based on a rule database. A range of studies considers decen-
tralized controllers, typically implementing cellular automata [37], gradient-based
systems [127], or combinations of the two [231].

2.2.3. Swarm-Bot: A Hybrid System

Swarm-bot [64, 180, 65, 178, 66] is a distributed robotic system lying at the intersec-
tion between multi-robot systems and modular reconfigurable systems. The system
concept is illustrated in Figure 2.1. The basic components of the system, called s-
bots, are fully autonomous mobile robots. Moreover, multiple s-bots, by connecting
to each other, can organize into a modular robot that can self-reconfigure its shape.

Figure 2.1(a) shows the physical implementation of the s-bot. The total height
is 19 cm. If the two manipulation arms and the transparent pillar on top of the
s-bot are unmounted, the s-bot fits into a cylinder of diameter 12 cm and of height
12 cm. The mass of an s-bot is approximately 700 g.

The s-bot has nine degrees of freedom (DOF) all of which are rotational:

• two DOF for the differential treels c© system—a combination of tracks and two
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(a) (b)

Figure 2.1.: The swarm-bot concept: (a) the s-bot, a fully autonomous mobile
robot; (b) three connected s-bots forming a modular robot able to
change its shape, in this case, to climb a step too difficult for a single
s-bot.

external wheels [see Figure 2.1(a)],

• one DOF to rotate the s-bot’s upper part (called the turret) with respect to
the lower part (called the chassis),

• one DOF for the grasping mechanism of the rigid gripper (in what we define
to be the s-bot’s front),

• one DOF for the grasping mechanism of the gripper which is fixed on the
flexible arm,

• one DOF for elevating the arm to which the rigid gripper is attached (e.g., to
lift another s-bot), and

• three DOF for controlling the position of the flexible arm.

Most of these DOF are actuated by DC motors equipped with an incremental
encoder and controlled in torque, position, or speed by a PID controller. Only
two DOF (of the flexible arm) are actuated by servo motors. For the purpose of
communication, the s-bot is equipped with eight RGB LEDs distributed around
the module, and two loudspeakers.

The s-bot is equipped with a variety of sensors:

• 4 proximity sensors fixed underneath (ground sensors),

• 15 proximity sensors distributed around the turret,

• 4 optical barriers integrated in the two grippers,

• 1 force sensor between the turret and the chassis (2-D traction sensor),
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• 1 torque sensor on the elevation arm of the rigid gripper,

• 2 humidity and temperature sensors,

• 3 axis inclinometer,

• 8 light sensors distributed around the module,

• 4 omni-directional microphones, and

• 1 VGA omni-directional camera.

Furthermore, proprioceptive sensors provide internal motor information such as
the aperture of the grasping mechanism of the rigid gripper.

When being assembled together in a modular robot, the chassis of each s-bot can
be rotated in any horizontal direction. This allows the s-bots, which are typically
not aligned with each other, to move in a common direction. Thereby, the 2-D
traction sensor that is mounted between the s-bot’s turret and the chassis measures
the mismatch between the direction in which the chassis is trying to move and the
direction in which the modular robot as a whole is trying to move.

In the following, we focus on aspects of the hardware which we consider the most
relevant to achieve self-assembly. For a more comprehensive description of the s-bot
see [178, 180, 177].

Morphology and Mechanics

Mobility The s-bot’s traction system consists of a combination of tracks and two
external wheels, called treels c©. The tracks allow the s-bot to navigate on rough
terrain. The diameter of the external wheels is slightly bigger than the one of the
tracks, thus providing the s-bot with good steering abilities. To ensure a stable
posture while enabling teammates to approach and connect from many different
angles, the geometry of the treels c© has been chosen to be roughly cylindrical and
of a size comparable to that of the turret.

Connection Mechanism The s-bot is equipped with a surrounding ring matching
the shape of the gripper (see Figure 2.2). This makes it possible for the s-bot
to receive connections on more than two thirds of its perimeter. The design of
the connection mechanism allows for some misalignment in all six DOF during
the approach phase. A further fine-grained alignment occurs during the grasping
phase, favored by the shape of the two teeth at the end of the gripper’s jaws as well
as the relatively high force by which the gripper is closed (15 N). If the jaws are
not completely closed [see Figure 2.2(a)], the s-bots maintain some mobility with
respect to each other. If the grasp is firm [see Figure 2.2(b)], the connection is rigid
and can sustain the lifting of another s-bot [see Figure 2.1(b)].

17



2. Distributed Robotics

(a) (b) (c)

Figure 2.2.: Rigid gripper: (a) loose and (b) tight connection of an s-bot with the
connection ring of a teammate. (c) Optical barrier(s) to detect objects
to grasp.

Sensory Systems

The proximity sensors around the turret can perceive other objects up to a distance
of 15 cm. The omni-directional camera can detect s-bots that have activated their
LEDs in different colors.

The rigid gripper is equipped with an internal and an external LED as well as a
light sensor [see Figure 2.2(c)]. To test whether an object for grasping is present,
two measurements are taken. One with only the external LED being active, and
one with no LED being active (ambient light). The difference between the reading
values indicates whether an object to grasp is present or not.

Once the s-bot has closed the rigid gripper, it can validate the existence of a
connection by monitoring the gripper’s aperture and the optical barriers. In this
way, potential failures in the connection (e.g., no object grasped) can be detected.

By monitoring the torque of the internal motors (e.g., of the treels c©), the s-bot
gets additional feedback which can be exploited in the control design.

Computational Resources and Handling

The motors and sensors are controlled by 13 microchip PIC processors communicat-
ing with the main XScale board via an I2C bus. This board runs a Linux operating
system at 400 MHz. The s-bot can be accessed wirelessly to launch programs and
for the purpose of monitoring. The s-bot is equipped with a 10 Wh Lithium-Ion
battery which provides more than two hours of autonomy.
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Biologically-inspired computing is a general term referring to any form of comput-
ing that is inspired by the study of life. In this chapter, we overview two techniques
and their biological counterparts, which we believe are the most relevant to the
understanding of the thesis. Evolutionary algorithms (see Section 3.1) take in-
spiration from natural evolution, and in particular of natural selection, mutation,
and recombination. Swarm intelligence (see Section 3.2) draws inspiration from
decentralized, self-organizing biological systems in general and from the collective
behavior of social insects in particular.

3.1. Evolutionary Algorithms

This section summarizes the development of the theory of evolution and provides
a brief overview of evolutionary algorithms.

3.1.1. Biological Roots

Until modern times, belief in the constancy of species—the division of living things
into species that had existed unchanged since time immemorial—was prevalent.
The common opinion was that the diversity of nature could be reduced to a limited
number of sharply defined natural types, each defining a class of identical, constant
members.

Lamarck realized that species are subject to gradual development. He believed
in the inheritance of acquired characteristics that would change according to a tele-
ological drive towards greater perfection, triggered by desires or as a result of be-
havior influenced by those desires. In his major work ‘Philosophie zoologique’ [152]
he proposes that frequently used organs would develop further while rarely used
organs would recede.

Half a century later, Darwin published his famous work ‘On the origin of species
by means of natural selection’ [50]. Darwin believed living things changed, and
thought that changes occurred in small steps rather than discontinuously. Darwin
postulated that, although it has occurred gradually, all living things descend from
a single root. This hypothesis has been supported by the discovery of the universal
genetic code.

In opposition to Lamarck, Darwin stated that the steps of change were not deter-
mined by a drive towards greater perfection during life-time, but were the result of
natural selection - the selection of individuals being adapted best to their environ-
ment. He assumed that there would be an excessive amount of offspring, but only
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a limited amount of available resources in the environment. The offspring would
be similar to their parents, but also vary slightly from each other. Individuals
best adapted to the environment would be more likely to produce offspring than
those less adapted. The familiar term survival of the fittest refers to this process.
The continuous interplay of variation and natural selection leads to an evolutionary
process.

Although Darwin assumed that characteristics are inherited, he could not explain
the underlying mechanism. The rediscovery of the work of Mendel [170] at the
beginning of the 20th century initially seemed to be incompatible with Darwin’s
theory.1 Several critics of Darwin’s Theory of Evolution (Darwinism) stated that
complex organisms could arise only by macro mutations rather than by a slow and
continuous evolutionary process that develops gradually.

Also the key role of natural selection as one of the causal factors influencing evo-
lution, was not accepted by several critics. Instead of this, neo-Lamarckian, muta-
tionist, or orthogenetic theories had been favored. However, insights, especially in
microbiology, genetics, paleontology and embryology have led to a falsification of
almost all of those theories and to support for the theory of natural selection.

Based on Darwin’s Theory of Evolution and the genetic principles primarily ob-
served by Mendel, the widely accepted evolutionary synthesis was developed [56,
167, 131, 224, 213, 228], including elements of population genetics, systematics,
paleontology and botany (for a detailed account, see [168]). The evolutionary syn-
thesis rejects the inheritance of acquired characteristics, and instead emphasizes
the step-wise nature of evolution. It assumes that evolutionary phenomena can
be explained as population phenomena and confirms the preeminent importance of
natural selection.

One of the major evolutionary transitions to stages of higher complexity is the
transition from solitary individuals to animal societies, in particular, to eusocial-
ity [266, 29, 209]. Eusociality can be defined as follows:

The key trait of eusociality is that members of the society display a
reproductive division of labor: some are fertile individuals . . . and some
are either completely sterile or show limited fertility . . . . The other
defining features of eusociality . . . are an overlap of adult generations
in the society, and cooperative brood care, which together mean that
the workers help raise the young of reproductives in the parental gener-
ation. [29, page 10]

Animals with such traits include ants, some bees and wasps, termites, naked mole
rats, and some snapping shrimp.

Those animals that belong to non-reproducing worker castes show altruistic be-
havior at its extreme. From an evolutionary perspective, a behavior is social if
it has consequences for the fitness of both the actor and another individual, the

1This concerns, for instance, Darwin’s belief of continuity in the evolutionary progress and the
strong discontinuity concerning inheritance of characteristics observed by Mendel.
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recipient. Selfish behavior is defined as social behavior that increases the fitness of
the actor at the cost of one or more recipients. Cooperative behavior is defined as
social behavior that increases the fitness of one or more recipients. If cooperative
behavior also increases the fitness of the actor it is mutual beneficial. Otherwise,
it is altruistic [259]. Inclusive fitness theory [114], also known by the term kin
selection, predicts altruism if

rb > c, (3.1)

where c is the costs for the actor, b is the benefit to the recipient, and r ∈ [0, 1]
is the relatedness of the actor and the recipient. Costs and benefits are expressed
as the lifetime direct fitness of the corresponding individual, that is, its lifetime
production of offspring.

Hamilton [114, 115] discusses two potential mechanisms that could favor altruism
based on kin selection:

• altruistic behavior is preferentially directed towards relatives (kin discrimi-
nation). This requires individuals to recognize genetic relations among each
other (kin recognition). Kin recognition in eusocial insects, for instance, can
rely on odor differences between workers of different colonies. Kin recognition
is also an important factor for mate choice in animals.

• altruistic behavior occurs in a group of relatives of limited dispersal (indis-
criminate altruism). Thus, interacting individuals are mostly relatives. Ex-
amples are microorganisms such as slime molds where colonies of cell grow
by cloning in a local area.

It is worth noting that kin selection applies to the evolution of all types of social
actions—mutual benefit, altruism, selfishness, and spite. “However, in practice it
has been mostly used to explain altruism, because this created the greatest puzzle
for individual selection theory” [29, page 13].

There is an ongoing debate on whether kin selection is a consequence of eusociality
or a factor promoting its origin [142, 267, 78].

3.1.2. Overview

The field of evolutionary algorithms unites several fairly independently created and
developed research branches started in the 60’s. Certainly the most influencing ones
are evolutionary strategies [211, 212, 220, 24] introduced by Rechenberg and Schwe-
fel, genetic algorithms [121, 122, 97, 172, 98], founded by Holland, and evolutionary
programming [76, 77], proposed by Fogel, Owens and Walsh. Within the field of
genetic algorithms, the sub-branch of genetic programming [48, 145, 14, 153, 146]
was invented by Cramer.

The development of these branches has started in different contexts: evolutionary
strategies have been introduced as an all-purpose technique in experimental opti-
mization; genetic algorithms have been proposed to study mechanisms of adaptive
systems and to model classification processes; evolutionary programming has been
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Figure 3.1.: Basic evolutionary algorithm

founded to address time series problems with “evolving” finite state machines. All
branches share the basic inspiration by natural evolution. Therefore, the generic
term evolutionary algorithms has been established to emphasize this common base.

The insight that natural evolution produces new organisms that, over time, are
better adapted to their highly complex environments, has led to the application
of the underlying mechanisms in different domains. Fields of application include
artificial life [157], bioinformatics [75], evolvable hardware [225], game playing [45],
and robotics [192].

In the following, we detail the basic evolutionary algorithm. It is assumed that an
optimization problem is given. A set of (feasible) solutions—the search space—is
defined. Each solution can be assigned a fitness value reflecting its quality. The
aim is to find a solution of very high quality.

In the context of evolutionary algorithms the term individual is used to refer to a
solution. Each individual has a genotype. The genetic material that is coded in the
genotype is subject to genetic operators during reproduction. Apart from that the
genotype itself is immutable, so there are no changes during the lifetime. Depending
on the problem domain and the evolutionary techniques used, individuals can be
represented in different ways.

The genotype contains the information to construct an organism, the phenotype,
i.e., the expression of the properties that are coded by the genotype. The genotype-
phenotype mapping can be influenced by stochastic processes.

The basic evolutionary algorithm is illustrated in Figure 3.1. In general, evolu-
tionary algorithms investigate different search paths at once. Therefore, a popu-
lation comprised of several individuals is kept. Usually, a population of unbiased
randomly initialized individuals serves as starting point. But also individuals of
former evolutions or knowledge in the problem domain can be exploited in order to
construct a population to start with.
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The quality of each solution is determined by an evaluation procedure. Therefore,
a mathematical expression, the result of complex simulations or practical experi-
ments might be utilized in order to obtain the fitness value reflecting the solution’s
quality.

In case a solution of sufficient quality has been found, the algorithm terminates.
Otherwise, certain individuals are selected in order to produce the population of
the next generation. Thereby solutions of higher fitness are more likely to be
chosen. The genetic material of the selected individuals will be modified by genetic
operators like mutation or recombination in order to produce offspring that are
admitted to the population of the next generation. Mutation modifies the genotype
of one single individual, whereas recombination combines the genotypes of two or
more individuals. Besides this, some individuals might have the chance to replicate
themselves without any change in the genotype.

The basic evolutionary algorithm is a very simplistic model of natural evolu-
tion. Currently much research effort is being directed in producing algorithms that
integrate current understanding of molecular and evolutionary biology [13].

3.2. Swarm Intelligence

This section provides a brief overview of the biological foundations of swarm intel-
ligence. We then go on to discuss artificial swarm intelligent systems, with focus
on swarm robotics.

3.2.1. Biological Roots

We now look at three generic principles of biological organization, which are fun-
damental to the evolution of complex, “intelligent” systems: self-organization, self-
assembly, and division of labor.

Self-Organization

The term self-organization was introduced by Ashby in 1947 [10], and frequently
redefined in the literature (see [2] and references therein). Camazine et al. [39]
write:

Self-organization is a process in which pattern at the global level of a
system emerges solely from numerous interactions among the lower-level
components of the system. Moreover, the rules specifying interactions
among the system’s components are executed using only local informa-
tion, without reference to the global pattern. . . . Pattern is a particular,
organized arrangement of objects in space or time. (page 8)

Self-organization processes are responsible for the generation of order in natural
and artifical systems. They occur in chemical and physical systems (molecular
self-assembly, reaction-diffusion systems, sand dunes, stars, and galaxies), as well
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as in artificial systems (cellular automata, robot colonies, societies, economics)
and “world of ideas (world views, scientific believes, norm systems)” [12]. In the
following, we focus on self-organization in biological systems. Examples include the
formation of cell membranes and multi-cellular structures, information processing
in brains, the synchronous flashing of fireflies, flocks of birds, and the division of
labor in social insects.

Patterns in self-organized system are generated without external guidance or
templates [2, 39]. The processes are influenced by the logic of the system’s com-
ponents. In biological systems, the component design undergoes evolution as the
patterns that result from the components’ interactions are selected for specific func-
tions [41, 221, 7, 248]. The rules specifying interactions among the rather simple
lower-level components of the system use only local information. Therefore, com-
paratively limited cognitive abilities and knowledge of the environment (if any)
are required at the individual level. Without changes in the characteristics of the
underlying lower-level components, self-organized systems may switch between dif-
ferent semi-stable states (multi-stability) due to intrinsic factors such as random
fluctuations within the system and due to extrinsic factors such as environmental
changes [53, 2].

Many self-organized systems are regulated by positive and negative feedback. Pos-
itive feedback corresponds to a recurrent influence that amplifies an initial state.
This results in growing deviations in a runaway, autocatalytic manner. In contrast,
negative feedback stabilizes the system, for instance, if available resources are ex-
hausted. In some self-organized processes such as thermoregulation in honeybee
(Apis mellifera) positive feedback seems not to be present or the presence is not
obvious [2].

Self-Assembly

Following Whitesides and Grzybowski [263], self-assembly can be defined as a pro-
cess by which pre-existing discrete components organize into patterns or structures
without human intervention. In this dissertation, we focus on processes (i) in which
components (physically) bind together, and (ii) that can be controlled by proper
design of the components [263].

Self-assembly processes are governed by information coded in the components.
The component design satisfies at least one of the following properties:

• selective binding : components selectively bind to each other and/or selectively
disband from each other (e.g., based on shape recognition);

• adjustability : once bound into an aggregate, components adjust their positions
relative to one another.

To illustrate the importance of these properties, we look at some examples from
nature. Selective binding is widely observed, for instance, in the assembly of the
DNA double helix. It regulates the replication of genetic information and makes
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the process intrinsically self-correcting [207]. Another example are ants of the
species Œcophylla longinoda [154, 155] that, if offered two alternative sites to bridge
an empty space, typically end up in a single, large aggregate in either one of the
two sites. This collective choice is triggered by preferences to enter (or leave) aggre-
gates of different size. Adjustability is responsible for the well-ordered structure of
crystals [262], and for the regeneration of functional sponges after a manipulative
isolation of their cells [268].

In molecular chemistry, the terms self-assembly and self-organization are of-
ten used interchangeably. At the macroscopic scale, however, the classes of self-
assembling and self-organizing systems are not identical (according to the defini-
tions we use in this dissertation). On one hand, systems in which the components do
not self-assemble (i.e., they do not physically bind together), can be self-organized,
such as a school of fish. On the other hand, systems in which the components
do not self-organize, can display self-assembly, such as robotic components (with
distinct identities) that are programmed to assemble into a specific arrangement.

Division of Labor

Division of labor is a separation of work into a number of different tasks that are
performed by different workers. The concept became important when Smith studied
human societies and economics [226].

Division of labor can render a system more efficient. Typically, this can be at-
tributed to the acquisition of skills, spatial efficiency, and mechanical specialization.
In biological systems, increase in efficiency can provide adaptive value. Conse-
quently, it is not surprising that division of labor occurs at all levels in biological
systems, from within a cell to within an insect colony [221].

Several models of the division of labor in social insects have been proposed [23].
The models suggest some proximate causes of division of labor. “Two general
patterns of division of labor are recognized in social insects: temporal polyethism,
or age-correlated patterns of task performance, and morphological polyethism, in
which a worker’s size and/or shape is related to its performance of tasks” [23,
page 415].

In an insect colony, various organizational levels can be observed. At one extreme,
individual behaviors have been extensively studied. At the other extreme, colony-
level behavior has been investigated. “However, between these two extremes, nu-
merous functional adaptive units, or ‘parts’ exist” [6, page 291]. These intermediate-
level parts comprise groups and teams. Recently, Anderson and Franks [3] rede-
fined the concept of groups and teams: a group is a set of individuals that tackle
a group task; a team is a set of individuals that tackle a team task. A group task
is a task that “requires multiple individuals to perform the same activity concur-
rently”; a team task is a task that “requires different subtasks to be performed
concurrently” (page 535). Anderson and Franks [3, 4] and Anderson and McMil-
lan [5] found that this definition, developed primarily from studies of social insects,
also applies more generally to societies of other animals (including humans) and
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robots. Anderson and Franks [4] list a number of misconceptions about teamwork
(from their point of view): “groupwork is synonymous with teamwork”, “teamwork
requires interindividual differences”, “teamwork requires individual recognition”,
“some tasks are inherently team tasks”, “efficient teamwork requires direct com-
munication”, “teams require a leader”, and “team members need to know the state
and goals of other members” (pages 36–39).

3.2.2. Overview

The term “swarm intelligence” was coined by Beni and Wang in the context of
cellular robotic systems [19, page 1], and later extended by Bonabeau, Dorigo, and
Theraulaz “to include any attempt to design algorithms or distributed problem-
solving devices inspired by the collective behavior of social insect colonies and other
animal societies” [27, page 7]. In general, swarm intelligence deals with research
devoted to the study of self-organizing processes in natural and artificial swarm
systems.

The study of swarm intelligence yielded several algorithms for solving optimiza-
tion problems. Prominent examples are ant colony optimization [59, 60, 61, 63] and
particle swarm optimization [137, 69, 138].

Swarm robotics deals with swarms of physically embodied agents or robots [54,
149, 67, 159, 160, 147]. Dorigo and Şahin [62] identified four criteria to give an
approximate measure of the degree to which a robotic system can be considered a
swarm robotic system:

1. The study should be relevant for the coordination of large numbers of robots.

2. The system being studied should consist of relatively few homogeneous groups
of robots, and the number of robots in each group should be large.

3. The robots being used in the study should be relatively simple and incapable,
so that the tasks they tackle require the cooperation of the individual robots.

4. The robots being used in the study should only have local and limited sensing
and communication abilities.

Swarm robotic systems have potential advantages for the design of self-sufficient
robots. As their are inherently redundant, they would possibly continue to function
even when faced with a (moderate) reduction of operational units. Swarm robotic
systems are believed to cope well with environmental changes. Their performance
potentially scales well with the number of units. Swarm robotic systems are also of
wide interest because their study may yield new insight into fundamental problems
of fields spanning the social sciences and life sciences [40, 257].
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4. Self-Assembly at the Macroscopic
Scale

Following Whitesides and Grzybowski [263], self-assembly can be defined as a pro-
cess by which pre-existing discrete components organize into patterns or struc-
tures without human intervention. We focus on processes (i) in which components
(physically) bind together, and (ii) that can be controlled by proper design of the
components [263].

Previous surveys of self-assembling systems provide a general overview of systems
ranging from the molecular to the planetary scale [263], treat natural systems [221,
7], or focus on systems at the molecular or mesoscopic scale [207, 28]. Instead, we
focus on systems at the macroscopic scale. These systems consist of centimeter-sized
components, which currently are the biggest available in man-made self-assembling
systems.

Systems at the macroscopic scale present some interesting characteristics: (i) the
component design can be precisely controlled, (ii) the logic of existing components
can be re-programmed by simple means, (iii) components can exhibit complex dy-
namic behaviors involving thousands of internal states, (iv) components can be
equipped with a range of sensors providing feedback from the environment, (v)
components can interact via communication, and (vi) self-assembly processes can
be easily monitored and analyzed (by the components themselves or by external
observers).

In this chapter, we first present a brief excursion to natural systems for which self-
assembly has been observed (Section 4.1). We then go on to present a comprehensive
collection of artificial systems for which self-assembly has been demonstrated. The
diversity of the examples and the present lack of a theoretical framework are parts
of the picture that we wish to convey. In general, two distinct classes of systems
exist (Sections 4.2 and 4.3, respectively): (i) systems in which the components (that
assemble) are externally propelled, and (ii) systems in which the components (that
assemble) are self-propelled. Self-propulsion is of particular relevance for systems
at the macroscopic scale. In Section 4.4, we provide a taxonomy that allows to
identify relations among the different systems, and to extract some principles in
the design of self-assembling systems.

4.1. A Brief Excursion into Natural Systems

Self-assembly is a widely observed phenomenon in social insects [221, 7]. Via self-
assembly, ants, bees, and wasps can organize into functional units at an interme-
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Figure 4.1.: Ants of the genus Œcophylla self-assembling into an aggregate that
bridges (vertically) an empty space between two branches. Reprinted
with kind permission from Springer Science and Business Media: J.
Insect Behav. [155], copyright (2001).

diate level between the individual and the colony. Anderson et al. [7] identified 18
distinct types of self-assembled structures that insects build: “bivouacs, bridges,
curtains, droplets, escape droplets, festoons, fills, flanges, ladders, ovens, plugs,
pulling chains, queen clusters, rafts, swarms, thermoregulatory clusters, tunnels,
and walls” (page 99). In some cases (e.g., an ant raft) the individuals assemble into
“a formless random arrangement”, whereas in other cases (e.g., an ant ladder) the
individuals assemble into a “particular (required) arrangement” (page 100). The
function of self-assemblages “can be grouped under five broad categories which are
not mutually exclusive: (i) defense, (2) pulling structures, (3) thermoregulation, (4)
colony survival under inclement conditions, and (5) ease of passage when crossing
an obstacle” (page 99). Anderson et al. [7] claim that in almost all of the observed
instances, the function could not be achieved without self-assembly.

Pulling structures have been observed in a few ant species (e.g., Eciton burchellii)
as well as in honey bees (Apis mellifera) [7]. The structures generate torque, for
instance, to fix a large prey to the floor or to bend a leaf during nest construction.
Although a pulling structure may only require a few individuals, often a critical
density of individuals may be required to initiate self-assembly and growth [7].

Lioni et al. [154, 155] studied mechanisms by which ants of the genus Œcophylla
form living ladders and bridges by linking with each other (see Fig. 4.1). They
showed that the ants if offered two alternative sites to bridge an empty space,
typically end up in a single, large aggregate in either one of the two sites. They
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observed that the process is controlled by the individual probabilities of entering
and leaving the aggregates. The probabilities depend on the number of ants in the
aggregate.

Theraulaz et al. [238] modeled self-assembly processes in Linepithema humile
using an agent-based approach. The ants aggregated at the end of a rod and
formed droplets containing several assembled ants that eventually fell down. The
model could be tuned to reproduce some properties of the experimental system,
such as the droplet size and the inter-drop interval. The function of this behavior
is currently unknown.

At present “virtually nothing is known regarding the rules, signals, and cues used
by individuals in formation [of assembled structures] or the physical constraints
these structures are under” [7, page 107].

4.2. Self-Assembly of Externally Propelled Components

In this section, we focus on systems in which the components are externally pro-
pelled. Components up to the microscopic scale, if suspended in a fluid, exhibit
“Brownian motion” as the system is agitated thermally [35, 70]. At the macroscopic
scale, however, the underlying thermal effects are irrelevant. Thus, propulsion re-
quires external agitation apparatuses. To increase the rate at which components
encounter each other, the system environment is bounded, and components are
relatively numerous.

In this section, we present 10 systems the components of which are externally
propelled. The components that self-assemble are the system’s building blocks as
well as the intermediate products of the self-assembly process. In the following, we
use the term modules to refer to a system’s basic building blocks.

4.2.1. Penrose’s Template-Replicating Modules

Half a century ago, L. S. Penrose and R. Penrose built the first known physical
model of a self-replicating machine [205]. The system, which is of purely mechanical
nature, is detailed in Figure 4.2. It comprises two types of modules that move
randomly on a linear track. Each module has a state, which is expressed by its
orientation relative to the track. A module’s orientation can be horizontal, or
inclined to either the left or the right side. The system is capable of replicating two
distinct template structures. The objects it forms equal the template with regard
to the number and type of modules, as well as the modules’ state. In a follow-up
work, L. S. Penrose [204] designed a system composed of homogeneous modules.
The well thought-out design allowed a seed of two modules to replicate regardless
of the distribution of additional modules on either side of the track. Moreover, the
system was partially extended to two dimensions.
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(a) (b)

Figure 4.2.: Illustration of Penrose’s simple model of self-replication. Adapted by
permission from Macmillan Publishers Ltd: Nature [205], copyright
(1957). The system comprises two types of modules, A and B. Nu-
merous modules of both types are put in random sequence on a linear
track that is blocked at both ends. The system is subject to side-to-
side agitation. In their default position, see (a), modules do not link
under the influence of shaking alone. If a seed object composed of an
A and B module is added, see (b), identical objects will self-assemble
at any point on the track where an A module happens to be immedi-
ately on the left of a B module. If the experiment is repeated, with the
seed object being inclined in the opposite direction, a complementary
aggregate is built.

4.2.2. Hosokawa et al.’s Self-Assembling Hexagons

Hosokawa et al. [126] analyzed the dynamics of self-assembly processes with a sys-
tem composed of simple, homogeneous modules. The modules reside in a flat box,
which rotates in a vertical plane [see Figure 4.3(a)]. Differently from Penrose’s sys-
tem, the modules do not have any state. However, a simple logic is implemented by
the anisotropic binding preferences. The module’s layout is an equilateral triangle
with permanent magnets of opposite polarization in two of its sides. Consequently,
at most six modules can bind together, forming this way a hexagon.

The authors describe potential transitions among initial, intermediate, and final
products by a system of “chemical” reactions. The state of the system is expressed
in the quantities of every product. The system dynamics is described using esti-
mates for the reaction probabilities. The yield of hexagons, that is, the amount
of hexagons the system produces, is calculated and compared to the average yield
obtained by repeated experiments. The authors report that the equations can be
solved numerically within reasonable time for 20 modules.

The authors propose a second design, in which a module can be in either an active
or passive state. Stable bindings between two modules can only occur if at least one
is in the active state. Modules in the passive state get activated once they bind with
an active module. Initially, only seed modules (one per desired hexagon) are in the
active state. The yield of hexagons is greater than in the previous system. However,
it is not optimal, as multiple seed modules are not prevented from becoming part
of a same aggregate.
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4.2.3. Breivik’s Template-Replicating Polymers

Breivik [33] developed a system of template-replicating polymers. The system com-
prises two types of modules, A and B. Modules can bind in two ways. Binding “:”
forms discrete pairs between single A and single B modules (A : B), whereas bind-
ing “−” forms continuous polymers of arbitrary sequence (−A−B−B−A−B−).
Binding “:” is more probable and less stable than binding “−”. The bindings are
implemented using permanent magnets of different Curie points (i.e., the tempera-
ture above which the characteristic ferromagnetic ability disappears). The module’s
logic is coded in hardware (i.e., in the particular shape and binding mechanism).

In an experiment, 70 modules (35 of each type) floated freely in an agitated
liquid 2-D environment. The ambient temperature was subject to change to tem-
porarily exceed the Curie points of the magnets. Through repetitive thermo-cycles,
“polymers formed and acted as templates for the formation of new sequences” [see
Figure 4.3(b)].

4.2.4. White et al.’s Self-Assembling Programmable Modules

White et al. studied two systems in which the module’s binding preferences are
coded in a program executed by an on-board microcontroller, and thus can easily
change in time [261]. The modules float passively on an air table that is fixed to an
orbital shaker. In the first system, each module is of cuboid shape and can connect
to other modules on four of its faces [see Figure 4.3(c)]. The binding mechanisms are
switchable electromagnets. In the second system, modules are of triangular shape
and equipped with swiveling permanent magnets [see Figure 4.3(d)]. The basic
modules are un-powered. Once they bind with a seed module that is connected to
a power supply, they become active.

The systems displayed self-reconfiguring entities, that is, modular entities that
change structure, in this case, by having modules disband and reunite at different
places. Both systems demonstrated self-assembly and subsequent self-reconfiguration
with three modules. Using the first system, further experiments were carried out
to determine the mean time until the first binding occurs in an environment with
either two or three modules.

The authors consider an analytical model, which suggests that the number of
modules in an entity increases quadratically in time, if the growth is unconstrained.
A simple computational model of the physical system is presented. It confirms the
quadratic order for the unconstrained growth for two different module densities
(provided that a sufficient number of modules is available). If modules are pro-
grammed to self-assemble into structures of specific shapes, the growth rate largely
depends on the particular algorithm used.

4.2.5. Griffith et al.’s Electromechanical Assemblers

Griffith et al. studied template-replication with a system of programmable modules
that store state [104, 103]. The modules slide passively on an air table. Each module
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.3.: Systems with externally propelled components: (a) Hosokawa et al.’s
self-assembling hexagons; from [126]; (b) Breivik’s template-replicating
polymers; reprinted by permission from J. Breivik, from [33]; (c)–(d)
White et al.’s self-assembling programmable modules; reprinted by per-
mission from IEEE: Proc. of ICRA 2004 [261], copyright (2004); (e)
Griffith et al.’s electromechanical assemblers; reprinted by permission
from Macmillan Publishers Ltd: Nature [103], copyright (2005); (f)
White et al.’s first system for self-assembly in 3-D; image courtesy of
P. White and H. Lipson, Cornell Univ.; (g) White et al.’s second sys-
tem for self-assembly in 3-D; image courtesy of P. White, V. Zykov,
J. Bongard, and H. Lipson, Cornell Univ.; (h) Bishop et al.’s self-
assembling hexagons; image courtesy of E. Klavins, Univ. of Wash-
ington; (i) Bhalla & Bentley’s self-assembling special purpose modules;
image courtesy of N. Bhalla and P. J. Bentley, Univ. College London.
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has two active and two passive binding sides [see Figure 4.3(e)]. Each active side is
equipped with a physical latch that is activated by an electromagnet once a mating
module is sufficiently close.

The system demonstrated the self-replication of a 5-module entity (each module
coding 1 bit of information). Each module executed a finite-state machine. In
another experiment, modules self-assembled into a 2-D lattice comprising up to 26
modules [104].

4.2.6. White et al.’s Systems for Self-Assembly in 3-D

White et al. developed two modular systems and an apparatus containing an agi-
tated fluid in which modules are subject to random motion in 3-D [260]. In both
systems, modules are of cubic shape and with programmable logic. In the first sys-
tem, see Figure 4.3(f), modules bind using switchable electromagnets. Self-assembly
of two modules was systematically assessed in fifty trials. One module was manually
attached to a magnetic plate and thereby connected to an external power supply.
The other module could freely move within the apparatus. In 24% of the trials, the
modules self-assembled and subsequently self-reconfigured by disconnecting from
each other and re-assembling into a configuration that was different from the ini-
tial one. Communication among connected modules was used to synchronize the
actions required for disconnecting. In addition, passive aggregation (i.e., a process
by which components stick irreversibly upon random encounter) was demonstrated
with up to four, free moving un-powered modules.

In the second system, see Figure 4.3(g), the fluid of the apparatus flows through
pipelines that are integrated in the modules. Six pipelines—one for each face—join
in the module’s center. Each pipeline is equipped with a valve that can be opened
or closed to control the flow. The authors demonstrated the ability of two modules
to form and change configuration by self-assembling. One module was fixed to the
apparatus and a pump was connected to the opening of one face. The force of the
fluid was directed towards the module and let another module approach and bind
with the previous one. There was no binding force other than the pressure caused
by the flow.

4.2.7. Bishop et al.’s Self-Assembling Hexagons

Bishop et al. [26] addressed the problem of controlling a system of programmable
modules to form non-trivial target structures. The modules slide passively on an
air table. They are triangular, having a side length of 12 cm [see Figure 4.3(h)].
Each side is equipped with a binding mechanism comprising one fixed and two
movable permanent magnets. Power is provided on-board. Once a connection is
established, modules exchange information on their state and decide whether to
remain bound or to detach. The logic is coded in a graph grammar, which is stored
on and interpreted by each module.

Equipped with an adequate grammar, N modules can assemble up to bN/6c
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hexagons autonomously. Experiments were performed with N = 6 modules. The
design problem, that is, the problem of finding a grammar that causes the modules
to assemble into a desired product, is further discussed in [140].

4.2.8. Bhalla & Bentley’s Self-Assembling Special Purpose Modules

Bhalla and Bentley [25] studied self-assembly for the formation of objects of pre-
defined shape. A module can have an arbitrary concave and/or convex polygon
shape, and a single magnetic disk (of arbitrary polarity) attached to an arbitrary
position. The modules are manually designed to assemble an entity of predefined
shape. Typically, some modules are interchangeable, that is, their design is iden-
tical. During experimentation, the modules reside on a tray which is subject to
agitation. Five systems producing five distinct target shapes have been constructed
[e.g., see Figure 4.3(i)]. The authors discuss an automated design approach based
on evolutionary algorithms.

4.3. Self-Assembly of Self-Propelled Components

In this section, we focus on systems with self-propelled components. In these sys-
tems, external agitation apparatuses are not required. In nature and technology,
self-propulsion is often observed in systems at the macroscopic scale.

In general, two types of modular systems exist in which self-propelled components
assemble:

1. Systems in which each module is self-propelled, and thus can be a component
that approaches and assembles with other components. In these systems,
modules can be considered mobile robots.

2. Systems in which individual modules have no or highly limited motion abil-
ities. Nevertheless, entities comprising multiple assembled modules can be
self-propelled, for instance, if the modules change their position or orienta-
tion with respect to each other. In these systems, modular entities can be
considered modular reconfigurable robots [279, 218, 283].

In some systems, modules both with and without self-propulsion coexist.

4.3.1. Reproductive Sequence Device (RSD)

Almost half a century ago, Jacobson [133] designed models for self-replication. The
Reproductive Sequence Device One (RSD I) is composed of two types of modules,
called heads and tails. The modules move autonomously on a circular track with
several sidings [see Figure 4.4(a)]. Initially, the modules are arranged in random
sequence. With the help of an operator, a seed object composed of a head and tail
module assembles in a siding of the track. A reliable connection is established as
the tail car keeps on pushing towards the halted head car. The seed object triggers
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 4.4.: Systems with self-propelled components: (a) Reproductive Sequence
Device (RSD I); from [133]; (b) CEBOT Mark II; (c) CEBOT Mark III;
(d) CEBOT Mark IV; (e)–(f) PolyBot G2 and PolyBot G3 (prototype);
reprinted with kind permission from Springer Science and Business Me-
dia: Auton. Robots [277], copyright (2003); (g) CONRO; image cour-
tesy of USC Information Sciences Institute; (h) Super-mechano colony
(SMC); (i) Bererton & Khosla’s system for cooperative repair; image
courtesy of C. Bererton and P. K. Khosla, Carnegie Mellon Univ.; (j)
Swarm-bot; (k) Molecubes; image courtesy of V. Zykov, E. Mytilinaios,
B. Adams, and H. Lipson, Cornell Univ.; (l) M-TRAN III; printed by
permission from AIST & Tokyo Inst. of Technology, copyright (2005).
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another head and tail module to assemble into an identical object on the adjacent
siding. This process continues until the system resources (i.e., modules or sidings)
get exhausted. The system proved capable of correctly replicating the seed object
in three adjacent sidings [133]. The system operated without human intervention.
A considerable amount of functionality resided in the environment.

4.3.2. CEBOT

Fukuda et al. proposed the concept of modular reconfigurable robotics and real-
ized the first implementation with CEBOT [86, 92]. CEBOT is a heterogeneous
system comprised of modules with different functions (e.g., to move, bend, rotate,
and slide). A series of prototypes has been implemented. The first prototype, the
CEBOT Mark I [87, 88], is of cuboid shape with active and passive connectors on
opposite sides. A shape memory alloy (SMA) actuator can cause a latch to catch
a lateral groove in a pin from the mating module. It was shown that a module
(equipped with two motorized wheels) could approach the back of another mod-
ule [87, 88]. However, such a “rough approach” was found ineffective for coupling
the two modules, as the binding mechanism required a very precise alignment. In
CEBOT Mark II [89, 90, 84] [see Figure 4.4(b)] and CEBOT Mark IV [91, 94] [see
Figure 4.4(d)], a mechanical hook is used instead for connecting. Additionally, a
cone-shaped part fixed on the front of each module matches a counterpart on the
back of each module to facilitate alignment during approach. In CEBOT Mark
III [93], modules have a hexagonal shape [see Figure 4.4(c)]. The six faces are pro-
vided with three active and three passive connectors. The binding mechanism is
similar to the one employed in CEBOT Mark I. The pins of the active connectors
are made of elastic material. The module is equipped with six nozzles providing
propulsion on flat terrain.

Fukuda et al. demonstrated the successful docking of a mobile module with a
stationary module, using the CEBOT Mark II [90], Mark III [93], and the Mark
IV [94] platforms. In each case, coordination was achieved by making use of a set of
infrared detectors and emitters. Communication among the (connected) modules
of a modular robot was studied to enable it to approach and connect with an
additional module [84].

4.3.3. PolyBot

PolyBot [275, 279, 276, 277, 284] is a chain-based reconfigurable robot that can
configure its shape with no external mechanical assistance. Each module has one
degree of freedom involving rotation of two opposite binding plates through a +/-90
degree range [see Figure 4.4(e)]. A shape memory alloy actuator integrated in each
binding plate can rotate a latch to catch lateral grooves in the pins from the mating
binding plate. Additional passive cuboid segments with six binding plates can be
used to introduce branches to the structure and to connect with an (external) power
supply. Active modules are equipped with IR detectors and emitters integrated in
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the binding plates.
Yim et al. [280] demonstrated the ability of a modular robot arm composed of six

PolyBot G2 modules to approach and grasp another module on flat terrain. One
end of this arm was attached to a wall of the arena. To let the other end reach
a predetermined position and orientation, the joint angles for each segment were
calculated by an inverse kinematics routine. Further alignment and approach was
supported by making use of the IR detectors and emitters, and by the mechanical
properties of the binding mechanism (pins sliding into chamfered holes). A similar
experiment was accomplished using PolyBot G3 [280, 284, 277] [see Figure 4.4(f)].
A modular arm composed of seven modules approached and docked with another
module [274]. The modular arm could operate in 3-D. In the experiment, the arm
and the target module were set up approximately in a same vertical plane.

4.3.4. CONRO

CONRO is a homogeneous, chain-based reconfigurable robot [43, 42, 203]. Each
module comprises a processor, power supply, sensors, and actuators. The basic
implementation consists of three segments connected in a chain [see Figure 4.4(g)]:
a passive connector, a body, and an active connector. The connectors can be rotated
with respect to the body in the pitch and yaw axes by means of two motorized joints.
A shape memory alloy actuator integrated in the active connector can rotate a latch
to catch lateral grooves in the pins from the plate of the mating passive connector.
IR emitters and detectors are integrated in the binding plates to support the docking
and to enable communication between connected modules.

Rubenstein et al. [217] demonstrated the ability of two CONRO robots to self-
assemble. Each robot consisted of a chain of two linearly-linked CONRO modules.
To ensure that both chains perceive each other, they were set up at distances of
no more than 15 cm, facing each other with an angular displacement not larger
than 45◦. The control was heterogeneous, both at the level of individual modules
within each robot and at the level of the modular makeup of both robots. During
the experimentation the two modular robots were tethered to an external power
supply.

4.3.5. Super-Mechano Colony (SMC)

Super-mechano colony (SMC) [119, 49, 118] is a modular robotic concept composed
of a parent module and several child modules attached to it. Child modules are
an integral part of the system’s locomotion. In addition, the child modules can
disband to accomplish separate, autonomous missions, and reconnect once the mis-
sions are accomplished. Hirose et al. [119, 49] introduced an early prototype of the
SMC concept. Two motorized and two passive wheels provide mobility on flat ter-
rain. Each module is equipped with a manipulation arm that can be elevated, and
a gripper attached to it. The upper body (including the gripper) can be rotated
with respect to the chassis by means of a motorized vertical axis. For a similar
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prototype [the child modules are shown in Figure 4.4(h)], a modular robot com-
posed of a parent module and three child modules proved capable of task-oriented
reconfiguration [272, 270]. The parent module was supposed to move in a straight
line. The tracking performance depended on both the speed and the binding struc-
ture. Initially, the three child modules were manually arranged into a chain pulling
the parent module. The two child modules at the back of the chain disconnected,
followed a predefined path, and reconnected to the parent module directly. The
system allowed for an optimal tracking performance at different speeds.

Recently, Groß et al. [111] ported a control algorithm for autonomous self-assembly
from the swarm-bot platform to the SMC platform. Although there were substantial
differences between the two systems, it was shown that it is possible to qualitatively
reproduce the basic functionality of the source platform on the target platform. The
controller was capable of letting a child module approach and assemble with another
module, for approaching angles up to 150◦ [see Figure 4.4(h)]. In 91 out of 92 trials
the modules correctly established a connection. In a second experiment with one
static and three moving child modules, in which the static module was manually
equipped with specifically designed visual marks to seed the process, it was shown
that, depending on the visual mark present, different formations emerged.

4.3.6. Bererton & Khosla’s System for Cooperative Repair

Bererton and Khosla studied cooperative repair in a team of two autonomous,
wheeled modules [21, 20]. Although, the modules cannot establish a firm connection
with each other, the difficulties encountered in this study are similar to those that we
face in self-assembly experimentation. One module (the repair module) is equipped
with a fork-lift mechanism that can be partially inserted into a receptacle of a
defective component of its (stationary) teammate [see Figure 4.4(i)]. A black and
white camera is mounted on top of the approaching module. It is connected to
an external PC that processes the images and sends control commands to the
approaching module via an RF link.

A simple state machine proved capable of controlling the repair module to replace
a part of its teammate [21]. The module could perform the docking for distances
up to 30 cm, and for angular displacements up to 30◦.

4.3.7. Swarm-Bot

In swarm-bot [179, 178, 64, 66], the basic modules are called s-bots [see Fig-
ure 4.4(j)]. A description of the hardware is available in Section 2.2.3. In the
following, we summarize work on self-assembly with s-bots. Note that some of this
work is presented in more detail in the remainder of this dissertation.

Groß and Dorigo [109, 107] showed that self-assembly can offer adaptive value to
groups of simulated s-bots that compete in an artificial evolution based on their
fitness in group transport. Using a similar approach, Trianni et al. [244] and Tuci et
al. [245] let groups of simulated s-bots display context-dependent switches from
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separate to assembled states and vice versa. Groß and Dorigo [110, 105] evolved
a neural network for self-assembly and transferred it from simulation to the real
s-bots. The modules were manually programmed to signal their assembled or not
assembled state. The performance of the system was systematically assessed under
a variety of conditions [106]. In 100% of 220 cases, a single module, controlled to
connect with a non-moving seed object (e.g., a stationary teammate), successfully
connected. In 98% of 204 cases, a module, engaged in a group experiment (with
one seed object and six s-bots in total), successfully connected. Self-assembly was
also systematically examined on different types of rough terrain, all unnavigable for
most standard wheeled robots of a similar size. The system performance scaled well
with the number of modules as experimentally verified with groups of 16 physical
modules and up to 100 modules in simulation. Given a high density of modules in
the environment, it was shown in simulation that (i) the likelihood of individual
modules to successfully connect to a growing entity remains high regardless of the
size of the group, (ii) the mean time until a module connects to a growing entity
increases sub-linearly with the group size.

The neural-network based controller was applied in a range of more complex
scenarios. Groß et al. [105, 106] report on an experiment demonstrating the ability
of seven s-bots to make use of self-assembly in order to cross a hole that cannot
be overcome by less than three s-bots (whether assembled or not). O’Grady et
al. [196] conducted a systematic experiment with three physical s-bots showing
that s-bots can benefit from making adaptive use of self-assembly in a concrete
task—phototaxis in an uneven terrain. If possible, the s-bots navigated to the light
source independently. If, however, the terrain proved too difficult for a single s-bot,
the group self-assembled into a larger entity and collectively navigated to the light
source. Another systematic experiment with six physical s-bots confirmed the use
of self-assembly in the transport of a heavy object [113, 245]. The weight of the
object was such that a group of four s-bots may not always be sufficient to perform
the task. By using the object as a seed for self-assembly, the s-bots organized into
modular entities of up to four s-bots each, that pulled the object to the target
zone. Nouyan et al. [194] integrated this self-assembly and transport strategy in
the broader context of object search and group retrieval.

4.3.8. Molecubes

Molecubes [188] is a homogeneous, lattice-based reconfigurable robot. The basic
component module is a 10-cm cube. Each half of it can swivel relative to the other
half. Each half can bind with one additional module by using electromagnets.
Molecubes are powered through a baseplate and transfer data and power through
their faces.

Mytilinaios et al. [188] investigated the use of evolutionary algorithms to design
self-replicating morphologies in a 2-D simulation environment. Zykov et al. [285]
demonstrated (with the physical system) the self-replication of a 4-module entity
provided with an ordered supply of additional modules [see Figure 4.4(k)]. The
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system executed a predetermined sequence of actions. To confirm a successful
binding among modules, communication was employed.

4.3.9. M-TRAN

M-TRAN [187, 282, 135] is a homogeneous modular robotic system that implements
features of both chain-based and lattice-based reconfigurable systems. Each module
comprises two semicylindrical blocks and a link connecting them. The blocks can
rotate through a +/-90 degrees range around two parallel axes. One block of the
module has three active surfaces for connecting, the other block has three passive
ones.

Recently, the docking of a mobile modular robot with a stationary modular robot
has been demonstrated with the M-TRAN III platform [182]. The docking was
supported by sensory feedback from a dedicated camera module mounted on the
stationary robot. Both image processing and control were performed on an exter-
nal PC that communicated wirelessly with the modules. To achieve an accurate
alignment in the final approach phase, the stationary robot clutched the connect-
ing module of the approaching robot [see Figure 4.4(l)]. The procedure proved
successful for a variety of initial positions and orientations. Moreover, an inte-
grated sequence comprising both self-assembly and self-reconfiguration was demon-
strated [182]. Thereby, the entity that assembled changed shape by having modules
move within its structure.

4.4. Taxonomy and Design Principles

In this section, we classify the information gathered in Sections 4.2 and 4.3 to
help understand the relations among the different systems and to extract some
underlying design principles. The section is organized into four parts with focus
respectively on physical and electrical design characteristics, outcome and analysis
of self-assembly experimentation, process control, and functionality.

4.4.1. Physical and Electrical Design Characteristics

In total, we have identified 22 different modular systems capable of self-assembling
at the macroscopic scale. Tables 4.1 to 4.4 summarize the physical and electrical
characteristics of the modules of the 22 systems discussed in this chapter. Entries
of the first columns identify each system by its name, if any, or (otherwise) by the
name of the authors (abbreviated, if more than two) that reported in the literature
on the system’s implementation. The second column refers to the figure that shows
component modules of the corresponding system. Table entries that are italicized
have been obtained directly by contacting one of the authors of the corresponding
study. All other entries have been obtained from the references specified in the first
columns.
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Table 4.1.: Physical characteristics of modules for self-assembly; only systems with
externally propelled components. For details see text.
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Externally Propelled Components

Penrose & Penrose
[205]

4.2 - not speci-
fied

not
speci-
fied

0/0 mechanical interlocking
upon collision

Hosokawa et al.
[126]

4.3(a) X 2.5 /2.2 /1.0 3.0 0/0 permanent magnets

Breivik [33] 4.3(b) - 6.0 /4.0 /2.0 not
speci-
fied

0/0 permanent magnetsa

White et al. [261] 4.3(c) X 6.5 /6.5 /6.5 165 0/4 electromagnets

White et al. [261] 4.3(d) X 6.5 /6.5 /6.5 165 0/4 swiveling permanent
magnets

Griffith et al.
[104, 103]

4.3(e) X 5.0 /5.0 /1.5 26 0/2 mechanical latch,
regulated
electromagnetically

White et al. [260] 4.3(f) X 10 /10 /10 895 0/6 electromagnets

White et al. [260] 4.3(g) X 13 /13 /13 1480 0/6 pressure of fluid flow,
regulated by valves

Bishop et al. [26] 4.3(h) X 12 /10 /4.2 110 0/3 swiveling permanent
magnets

Bhalla & Bentley
[25]

4.3(i) - module
specific

module
specific

0/0 permanent magnets

aThe ambient temperature temporarily exceeds the Curie points (i.e., the temperature above
which permanent magnets lose their characteristic ferromagnetic ability).
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4. Self-Assembly at the Macroscopic Scale

Table 4.2.: Physical characteristics of modules for self-assembly; only systems with
self-propelled components. For details see text.
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Self-Propelled Components

RSD I [133] 4.4(a) - 14 /3.6 /11 not
speci-
fied

1/0 impulse & friction

CEBOT,
Mark II [92,
pp. 50–56,
151–156],[84]

4.4(b) - 13 /18 /9.0 2700 2-4/0 actuated mechanical hook

CEBOT,
Mark III [93]

4.4(c) X not speci-
fied

not
speci-
fied

0/9 mechanical pin/hole &
SMA

CEBOT,
Mark IV
[91, 94]

4.4(d) - 19 /11 /24 4100 2-3/0 actuated mechanical hook

PolyBot, G2
[280, 276]

4.4(e) - 6.0 /7.0 /11 416 1/2 mechanical pin/hole &
SMA

PolyBot, G3
[280, 284, 277]

4.4(f) X 5.0 /5.0 /4.5 200 1/2 mechanical pin/hole &
SMA

CONRO
[217, 203, 42]

4.4(g) X 11 /4.4 /4.5 114 2/1 mechanical pin/hole &
SMA

SMC
[49, 272, 111]

4.4(h) - 26 /26 /51 11000 5/0 actuated mechanical hook

Bererton &
Khosla
[20, 21]

4.4(i) X 10 /6.0 /8.0 ≈250 3/0 mechanical pin/hole

Swarm-bot
[178, 179]

4.4(j) X 12 /12 /19 700 9/0 actuated mechanical hook

Molecubes
[285, 188]

4.4(k) X 10 /10 /10 650 1/2 electromagnets

M-TRAN III
[182]

4.4(l) X 13 /6.5 /6.5 420 2/3 actuated mechanical hooks
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4.4. Taxonomy and Design Principles

Table 4.3.: Electrical characteristics of modules for self-assembly; only systems with
externally propelled components. For details see text.

S
el

f-
A

ss
em

b
ly

S
y
st

em

F
ig

u
re

#

B
a
tt

er
ie

s

P
ro

ce
ss

o
r(

s)

S
en

so
rs

C
o
m

m
u
n
ic

a
ti

o
n

D
ev

ic
es

Externally Propelled Components

Penrose & Penrose
[205]

4.2 - - - -

Hosokawa et al.
[126]

4.3(a) - - - -

Breivik [33] 4.3(b) - - - -

White et al. [261] 4.3(c) - 8-bit Basic Stamp
II-SX, 50 MHz

- serial link between
connected modules

White et al. [261] 4.3(d) - 8-bit Basic Stamp II,
20 MHz

- serial link between
connected modules

Griffith et al.
[104, 103]

4.3(e) X 8-bit ATmega8, 8 MHz - 4 wireless electromagnetic
local transmitters, 1-10mm

White et al. [260] 4.3(f) - 8-bit Basic Stamp
II-SX, 50 MHz

- serial link between
connected modules

White et al. [260] 4.3(g) - 8-bit Basic Stamp
II-SX, 50 MHz

- serial link between
connected modules

Bishop et al. [26] 4.3(h) X 8-bit PIC18F242,
3.6 MHz

3 in-
frared
detec-
tors

3 infrared emitters

Bhalla & Bentley
[25]

4.3(i) - - - -
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4. Self-Assembly at the Macroscopic Scale

Table 4.4.: Electrical characteristics of modules for self-assembly; only systems with
self-propelled components. For details see text.
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Self-Propelled Components

RSD I [133] 4.4(a) - relay (1 head, 2 tail) bump switch (0 head,
3 tail)

parallel link between
connected modules

CEBOT,
Mark II [92,
pp. 50–56,
151–156],[84]

4.4(b) - sub CPU (+ main
CPU off-board)

4 infrared detectors
(3 rigid, 1 rotational),
3 ultrasonic distance
(1Tx and 2Rx)

9 infrared emitters
(8 rigid,
1 rotational),
parallel link between
connected modules

CEBOT,
Mark III [93]

4.4(c) - sub CPU (+ main
CPU off-board)

9 infrared detectors,
6 ultrasonic distance
(3Tx and 3Rx)

9 infrared emitters,
link between
connected modules

CEBOT,
Mark IV
[91, 94]

4.4(d) - 16-bit 8086,
5-10 MHz

2 infrared detectors 2 infrared emitters,
wireless (RS-232C)

PolyBot, G2
[280, 276]

4.4(e) - 32-bit PowerPC555
(MPC555), 40 MHz

4 infrared detectors 8 infrared emitters,
2 CANbus

PolyBot, G3
[280, 284, 277]

4.4(f) - 32-bit PowerPC555
(MPC555), 40 MHz

8 infrared detectors,
2 2-axis inclinometers,
8 1-axis force

8 infrared emitters,
2 CANbus

CONRO
[217, 203, 42]

4.4(g) X 8-bit Basic Stamp
II-SX, 50 MHz

4 infrared detectors 4 infrared emitters

SMC
[49, 272, 111]

4.4(h) X 32-bit Pentium
MMX, 233 MHz

color camera (2 per
parent: 640x416, 2-3
per child: 320x240 ),
1-axis force

Wi-Fi

Bererton &
Khosla [20, 21]

4.4(i) X 8-bit PIC16C73A,
20 MHz + off-board

B&W camera
(320x240), bump switch

wireless (RF)

Swarm-bot
[178, 179]

4.4(j) X 32-bit XScale,
400 MHz + 13 8-bit
PIC16F876/7,
20 MHz

19 infrared proximity,
color camera (640x480,
omnidirectional), 2-axis
force, torque, 4 micro-
phones, 8 light, 3-axis
inclinometer, 2 humidi-
ty, 4 light barriers

8 RGB LEDs
changing body color,
2 speakers, Wi-Fi

Molecubes
[285, 188]

4.4(k) - 8-bit Basic Stamp
II-SX, 50 MHz

- serial link between
connected modules
(shared bus)

M-TRAN III
[182]

4.4(l) X 32-bit SH7047, 40
MHz, 3 16-bit H8,
16MHz + off-board

13 infrared detectors,
3-axis inclinometer

13 infrared emitters,
CANbus, wireless
(BlueTooth)
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4.4. Taxonomy and Design Principles

All tables list only the characteristics of standard modules. Additional modules
might have been designed for special purposes and could be complementary in
functionality. Tables 4.1 and 4.2 present respectively the physical characteristics
of modules in systems with externally propelled components and in systems with
self-propelled components. Entries of the third column indicate whether a system
is composed of homogeneous modules. The dimensions (in cm) listed in the fourth
column specify the length, width, and height of a module excluding its binding
mechanism. Typically, it is this measure that is reported. Entries of the fifth column
specify a module’s mass (in g). For systems in which fluid can enter the module,
the module’s net weight is reported. The sixth column details a module’s number
of degrees of freedom (DOF). DOF with two displacements only (e.g., a latch) are
referred to as binary, all others as full. The last column details the principle of the
module’s binding mechanism. Tables 4.3 and 4.4 present respectively the electrical
characteristics of modules in systems with externally propelled components and
in systems with self-propelled components. Entries of the third column specify
whether a module has on-board power or not. The fourth column lists the available
on-board processing resources. It is noted if a module was designed for being
controlled remotely. The fifth column summarizes a module’s on-board sensors.
These do not include proprioceptive sensors, nor those sensors integrated only on
non-standard modules. The last column lists a module’s devices for inter-module
communication. This comprises communication in both the assembled and the
separate state.

Overall, a diverse set of systems has been implemented, with modules ranging
from a few centimeters to half a meter, and from 3 to 11000 gram. The design of a
module layout is a highly sophisticated task. Typically, it incorporates an enormous
amount of human intelligence. Automated design procedures [157, 25] have not yet
been investigated in much detail.

Most systems are homogeneous, that is, all modules are identical in design. Mod-
ules of distinct types (if any) typically are complementary in terms of their binding
mechanisms or functionalities. All systems use only a few distinct types of modules.
This could help the fabrication of large quantities of modules. In most systems,
however, fabrication still requires a considerable amount of human intervention.

The modules implement a wide range of binding mechanisms, making use of
mechanics (with active or passive inter-locking), magnetism, impulse, friction, and
pressure. In all systems, the binding mechanism imposes limits on the relative
positions under which modules can bind to each other. It also imposes limits on
the forces that can be transmitted between assembled modules.

Communication can take place in two distinct situations: between separate mod-
ules or modular entities, and within a modular entity. Communication between
separate entities (if any) is local unless dedicated global communication channels
are available. Communication within a modular entity can take place through serial
or parallel links among all the connected modules.
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4. Self-Assembly at the Macroscopic Scale

Systems with Externally Propelled Components

In systems with externally propelled components, modules encounter each other at
random. The modules are designed to operate in a rather limited range of (po-
tentially unstructured) environments. The environment imposes constraints on the
design; for instance, a module’s motion can be affected by its buoyant, frictional,
and gravitational forces. Some researchers report difficulties in implementing ran-
dom motion without any bias in direction [26, 260].

In the systems of Griffith et al. and Bishop et al., modules are equipped with
on-board batteries. Therefore, in principle, any two modules can bind and commu-
nicate with each other upon encounter. In White et al.’s systems, a seed module
has a dedicated link to an external power supply. Modules that bind with the seed
structure receive power through the connection link.

Computing requirements for externally propelled modules are relatively low: in
all systems we identified, modules can bind passively upon collision, and if any
computation is necessary, it reflects the decision whether to stay assembled or not.

Systems with Self-Propelled Components

At the level of individual modules, propulsion can be realized with a differential
drive, which provides good steering abilities on flat terrain. Tracks on the other
hand allow for good all-terrain navigation. Modules of the swarm-bot system com-
bine these two locomotion mechanisms to achieve good mobility on both flat and
rough terrain. At the level of modular entities, propulsion requires more elaborate
strategies. This is merely due to the high number of DOF that need to be controlled
in a coordinated and often distributed manner, and to the imprecision in actuation
that results in positional errors, which increase with the number of elements in
sequence.

In most systems with self-propelled modular entities, the latter can change shape
by having modules move within their entity. This capacity is called shape-change—a
special case of self-reconfiguration—and is typically performed very well by modular
reconfigurable robots, such as PolyBot, CONRO, Molecubes, and M-TRAN. Mod-
ules of these systems could assemble an arbitrary initial structure, and subsequently
customize it by shape-changing.

Modules (in particular, those of modular reconfigurable robots) have a high power
consumption, which limits their lifetime without external power supply. They typ-
ically (i) perceive each other and/or the environment, and (ii) act to selectively en-
counter each other. This can put great demands on a module’s design. In fact, many
problems encountered in the design of self-assembling systems are due to shortcom-
ings in the underlying hardware, that is, the modules’ actuation [87, 120, 191],
perception [120, 181, 36, 280, 285], and computational resources [120, 181, 21, 36].
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4.4. Taxonomy and Design Principles

Table 4.5.: Self-assembly and its function as either demonstrated (D:N) or system-
atically verified in repeated trials (S:N); only systems with externally
propelled components. N denotes the maximum number of separate
and discrete components that self-assembled into a single entity. For
details see text.
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Externally Propelled Components

Penrose & Penrose
[205]

4.2 1-D X X X - 1-bit replication (D:2)

Hosokawa et al.
[126]

4.3(a) 2-D -a - X - formation (S:6)

Breivik [33] 4.3(b) 2-D
(fluid)

X - - regulation
by environ-
ment

growth & replication
(D:≥ 16)

White et al. [261] 4.3(c) 2-D - X - - growth (S:2)

2-D X X - - growth & reconfiguration
(D:3)

White et al. [261] 4.3(d) 2-D X X - - growth & reconfiguration
(D:3)

Griffith et al.
[104, 103]

4.3(e) 2-D X X X - growth (D:26),
5-bit replication (D:5)

White et al. [260] 4.3(f) 3-D
(fluid)

X X - - growth & reconfiguration
(S:2)

White et al. [260] 4.3(g) 3-D
(fluid)

X X - - growth & reconfiguration
(D:2)

Bishop et al. [26] 4.3(h) 2-D X - X - formation (D:6)

Bhalla & Bentley
[25]

4.3(i) 2-D - - X - formation (D:10)

aThe authors discuss a second design in which modules can be in two distinct states, see text.
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4. Self-Assembly at the Macroscopic Scale

Table 4.6.: Self-assembly and its function as either demonstrated (D:N) or system-
atically verified in repeated trials (S:N); only systems with self-propelled
components. N denotes the maximum number of separate and discrete
components that self-assembled into a single entity. For details see text.
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Self-Propelled Components

RSD I [133] 4.4(a) 1-D
(loop &
branches)

X X - regulation by
environment

0-bit replication (D:2)

CEBOT,
Mark II [90]

4.4(b) 2-D X X - - growth (D:2)

CEBOT,
Mark III [93]

4.4(c) 2-D X X - - growth (D:2)

CEBOT,
Mark IV [94]

4.4(d) 2-D X X - - growth (D:2)

PolyBot, G2
[280]

4.4(e) 2-D X X - predefined
positions

growth (D:2)

PolyBot, G3
[274, 280]

4.4(f) 3-Da X X - predefined
positions

growth (D:2)

CONRO [217] 4.4(g) 2-D X - -b limited
approaching angle

growth (S:2)

SMC
[272, 270, 111]

4.4(h) 2-D - X X predefined
positions,
synchronized
execution

task-oriented reconfiguration
(D:4)c

2-D X X -b limited
approaching angle

growth (S:2, D:4)

Bererton &
Khosla [21]

4.4(i) 2-D X X - limited
approaching angle

sub-module repair (S:2)

Swarm-bot
[106, 113, 196]

4.4(j) 2-D (flat
& rough)

X X X - grow (S:16), task-oriented
growth (D:7, S:3, S:4)

Molecubes
[285, 188]

4.4(k) 3-D
(lattice)

- X - predefined
positions

growth & 0-bit replication
(D:4)

M-TRAN III
[182]

4.4(l) 2-D X X - limited
approaching angle

growth & reconfiguration
(S:2)

aExperiments were conducted in the horizontal and vertical plane.
bDuring the experimentation, the modules were tethered to a power supply.
cA seed object composed of one parent module and three child modules disassembles and

re-assembles. For details see Section 4.3.5.
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4.4. Taxonomy and Design Principles

4.4.2. Outcome and Analysis of Self-Assembly Experimentation

At present, self-assembly of macroscopic components has been demonstrated for
22 different systems. Tables 4.5 and 4.6 provide an overview of the experiments
that were performed respectively with systems of externally propelled components
and with systems of self-propelled components. Details on the experimental setup
and results can be obtained from the references listed in the first column of each
table. The second column refers to the figure that shows component modules of
the corresponding system.

Most of the experiments were carried out in simple environments in which motion
was restricted to 1-D, 2-D, or a lattice structure (see third column). The systems
of White et al. [260], PolyBot [274], and swarm-bot represent the first attempts to
study self-assembly in more complex situations, such as 3-D environments, high-
density environments, and rough terrains.

Most experiments were conducted as proofs of concept. While the number of
components has been large in simulation, physical systems rarely comprised more
than 50 modules, and typically no more than two components self-assembled into a
same entity. For 8 out of 22 systems, the self-assembly process was systematically
examined using quantitative performance measures and performing multiple trials.
To the best of our knowledge, Hosokawa et al.’s system and swarm-bot are the only
systems for which self-assembly of more than two discrete components has been
systematically examined. Hosokawa et al. analyzed the process dynamics with focus
on the yield of desired products (with six discrete components per entity). In swarm-
bot, the analysis addressed the reliability and speed by which individual modules
connect into single entities, as well as the additional capabilities and functions such
process may provide (with up to 16 discrete components per entity).

4.4.3. Process Control

The process of self-assembly is governed by the modules’ way to encounter each
other and by the spatially anisotropic binding preferences. In relatively simple
systems, modules are externally propelled and have static binding preferences. This
is the case for the systems of Hosokawa et al. and Bhalla & Bentley. In all other
systems, a module’s motion and/or binding preferences can depend on its state (see
column 4 of Tables 4.5 and 4.6). The state can change in response to interactions
with other modules and/or the environment. In the system of Penrose, for instance,
a module’s state changes by mechanical interactions with other modules. In the
system of Breivik, the state is affected also by the temperature of the environment.
In swarm-bot, each module broadcasts its connection state to modules in its vicinity.

In 17 out of 22 systems, self-assembly is seeded by a dedicated component (see
column 5 of Tables 4.5 and 4.6). All additional products are formed by having
components interact with the seed entity and/or the products of such interactions.
The seed can be a single module or a modular entity; it can be static or mobile.
Typically, the seed is explicitly defined by the experimenter. However, systems
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4. Self-Assembly at the Macroscopic Scale

can also choose autonomously the components by which to seed the process [196].
Among systems with self-propelled components, only CONRO demonstrated self-
assembly without any seed component.

Seven out of 22 systems were autonomous in perception, control, action, and
power (see column 6 of Tables 4.5 and 4.6).1 In most systems, each module executes
a deterministic finite state machine. The logic can be coded in hardware, as in the
systems of Penrose et al. and Breivik, or in software, as in all other state-based
systems. In Bishop et al.’s system, for instance, each module executes a program
that interprets a graph grammar defining state-dependent binding preferences. For
swarm-bot and Molecubes, evolutionary algorithms have been applied to automate
the control design. Attempts to port a controller from one physical system to
another are still rare and typically require the platforms to share some common
properties [111].

In some systems self-assembly was reported to take place under constrained con-
ditions (see column 7 of Tables 4.5 and 4.6). Examples are a priori assumptions
on the components’ initial spatial arrangement and components with knowledge
of their own relative starting positions. Clearly, it is more demanding to realize
self-assembly in a system of disordered components that lack any knowledge about
their relative positions.

4.4.4. Functionality

The last column of Tables 4.5 and 4.6 details the basic function of the system that
was either demonstrated (D:N), or systematically verified in repeated trials (S:N).
Thereby, N indicates the maximum number of separate and discrete components
that self-assembled into a single entity. The purpose of self-assembling can be
manifold:

• growth: increase of the number and/or type of modules in an entity. To some
extent, this capacity is available in all self-assembling systems. However, the
capacity to grow can be limited by the design. In swarm-bot, mobile modules
have shown to form growing entities that display additional capabilities and
functions. Examples are (i) transport of objects too heavy for manipulation
by the modules when separate, and (ii) locomotion over terrains unnavigable
for individual modules.

• self-reconfiguration: change of an existing entity’s morphology. This capa-
bility can be achieved by disassembling and re-assembling (e.g., as in SMC),
or by shape-change (e.g., as in M-TRAN). For SMC it was shown that, by
disassembling and re-assembling, a modular entity can solve a problem better
than it could in its original configuration.

• formation: production of one or more objects of a predefined size and struc-
ture. In some systems, the module layout is specifically designed for the

1External agitation apparatuses (if any) are considered as “natural” part of the environment.
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4.4. Taxonomy and Design Principles

assembly of desired objects. In other systems, the final product is flexible, as
it can be defined by re-programming each module (e.g., to execute a different
graph grammar).

• template replication: replication of a template by producing objects of
identical size, structure, and state. Templates for replication can be pre-
assembled, specific seed entities (e.g., as in RSD I and Molecubes), pre-
assembled seed entities with information in the modules’ state (e.g., as in
Penrose’s and Griffith et al.’s systems), or products of the self-assembly pro-
cess (e.g., as in Breivik’s system).

• self-repair: replacement of an entity’s defective modules with its redundant
modules or other modules available in the environment.
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5. Group Transport at the Macroscopic
Scale

Group transport can be defined as the “conveyance of a burden by two or more
individuals” [175, page 227]. In studies of ants, “a similar term, ‘group retrieval’,
has usually been applied when ants retrieve food along a common path, regardless
of the occurrence of group transport” (page 227).

Group transport is a widely observed naturally occurring phenomenon. When
compared to solitary transport, it offers the advantage of being more reliable and in
addition more powerful, as a group may exert higher forces onto an object than each
of its members alone. Such advantages occur, for example, in the transport of cargo
particles by groups of molecular motors in cells of any animal and plant [141, 156].

In this chapter, we focus on group transport at the macroscopic scale. We first
present an excursion to group transport in natural systems (Section 5.1). We then
survey related work on designed systems, that is, physical mobile robots. Thereby,
we partition the related work into the two main approaches to solve the task, that is,
pushing/caging strategies (Section 5.2) and grasping/lifting strategies (Section 5.3).
Note that there are also a few other approaches, for instance, strategies that let
robots make use of tools such as a rope [57, 132], that are not considered here.

5.1. A Brief Excursion into Natural Systems

In the literature, group transport is almost exclusively reported in the context of
ants (for an example, see Figure 5.1). In fact, Moffett [175, page 220] claimed
that group transport “is better developed in ants than in any other animal group”.
Nevertheless, it “has seldom been recognized as a form of social behavior that is
worthy of investigation in its own right” (page 227).

In most ant species, group transport presumably provides adaptive value as re-
productive immatures are much bigger than workers, and therefore can not be
transported by a single worker alone (e.g., during an emigration). Group transport
of “bulky larvae and pupae is probably nearly universal in ants and is likely to have
preceded the transport of food by this method” [175, page 220].

Almost half a century ago, Sudd [232] studied the transport of prey by single
ants and by groups of ants of the species Pheidole crassinoda. Sudd reported that
during transport the ants did not pull steadily but in short successive hauls that
were generally associated with changes in the arrangement of ants in the group. “In
almost all series involving groups of ants there was an upward trend of the force
exerted in successive hauls; where only one ant was pulling however the proportion
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5. Group Transport at the Macroscopic Scale

Figure 5.1.: Transport of a bug by a group of Novomessor cockerelli ants. Reprinted
with kind permission from Springer Science and Business Media: Be-
hav. Ecol. Sociobiol. [124], copyright (1978).

of hauls with upward and downward trend was about equal” (page 301). Changes
in the arrangement of ants in the group were of two types [232]:

In realignment the ant altered the orientation of its body without re-
leasing its hold on the prey. Realignment was sometimes the cause and
sometimes the effect of rotation of the prey. In repositioning however
the ant released the prey and returned to it at a different position. Re-
alignment appeared to correspond to the turning movements of a single
ant experiencing difficulty in pulling prey, whilst repositioning corre-
sponded to the excursions which were made from the prey before an
ant left it to return to the nest. . . . Realignment occurred through-
out traction but repositioning involved a sharper change and was more
occasional. (pages 301 and 304)

Even though a positive group effect was present, the behavior of individual workers
in group transport appeared “to contain no elements of behavior that were not
shown by single transporting ants. . . . If cooperative transport existed therefore
it resulted from the coordination, within the group, of behaviour also shown by
individuals working alone” (page 304).

Franks [79] and Franks et al. [81, 80] investigated the performance and organiza-
tion of groups of army ant workers (Eciton burchellii and Dorylus wilverthi), who
cooperate to transport large prey. Army ants carry items by first straddling them
so that the item is slung beneath their bodies and, hence, they always face the same
direction. In contrast, other ants such as Pheidole crassinoda tend to pull the item,
and often several ants pull in different directions. Franks [79] and Franks et al. [80]
showed that in most of the instances involving the army ants, the group was com-
posed of an unusually large front-runner, that presumably steered and determined
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the direction of transport, and one or more particularly small followers. Anderson
and Franks [3] do not consider the front-runner as a leader in any sense. Instead,
they hypothesized that “all of the individuals that form a team in army ants are ini-
tially using exactly the same rules of thumb” (page 537). Franks [79] reported that
the performance in the group was much more than the sum of the performances of
its individual members. They could do so probably because by straddling the prey
between them the rotational forces (i.e., forces that occur when lifting the prey
in a position aside its barycenter) are balanced and disappear. Super-efficiency in
group transport has also been observed in other ant species [124, 174]. In the genus
Pheidologeton, for instance, on average an ant engaged in group transport held at
least 10 times the weight it did as solitary transporter [174]. It was observed that
the workers that were engaged in group transport behaved differently from those
in solitary transport.

Moffett [175] lists 39 species of ants for which group transport has been reported.
He states that “without doubt the group transport of food has arisen independently
in numerous phylogenetic lines”. “At least with regard to carrying food, those ants
species capable of group transport are unquestionably in the minority” (page 227).

Group transport of prey has also been observed in a few species of social spi-
ders [247]:

During transport, as an aid to the movement of the prey, spiders weave
silk that we named ‘traction silk’, fixed between the prey and the web
(in the direction of the shelter) that will permit a slight lifting of the
prey. This process will be repeated until the prey has been transported
under the shelter. (page 765)

Coordination in group transport by social spiders seems to occur through the item
that is transported [247]:

Movement of one spider engaged in group transport is likely to modify
the stimuli perceived by the other group members (such as vibration
produced, or indirectly, available site on the prey) possibly producing,
in turn, recruitment or departure of individuals. . . . Coordination in
spider colonies is based on signals that are made inadvertently as side
products of their activities. The communal network, as a means of
information, seems to be at the origin of cooperation. This supports the
hypothesis of a sudden passage from solitary to social life in spinning
spiders [246, 31, 264, 208]. (pages 770–771)

5.2. Pushing and Caging Strategies

Pushing behaviors have the advantage that they allow robots to move objects that
are hard to grasp. In addition, multiple objects can be pushed at the same time [22].
On the other hand, it is difficult to predict the motion of the object and of the
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robots, especially, if the ground is not uniform.1 Therefore, the control typically
requires sensory feedback.

Most studies consider two robots pushing a wide box simultaneously from a single
side [166, 234, 58, 201, 95]. To coordinate the robots’ actions, robots are specifically
arranged [166, 58, 201, 95], control is synchronized [166], relative positions are
known [58, 201], explicit communication is used [166, 201], or the robots’ actions
are planned by a designated leader [95, 234]. Only few systems considered more
than two robots, pushing a wide box simultaneously [149, 269, 150, 148]. In these
systems, control is homogeneous and decentralized, and robots make no use of
explicit communication.

Kube et al. [150, 148] reported that if the object is small compared to the size
of the pushing robots the performance decreases drastically with group size as the
object offers only limited contact surface. A few other studies with multi-robot
systems consider objects of the size of a single robot or less [193, 85]. However, in
these cases the objects were light enough for a single robot to move them alone.

Recently, researchers considered a special case of multi-robot box-pushing in
which the movable area of the object is bounded by the robots. This condition is
referred to as object closure and the manipulation concept is denoted as caging [74,
254, 252, 206]. Typically the object is light enough for a single robot to move it
alone. In some systems a single robot can constrain the object in several directions
using multiple contact points [254, 252]. To test and maintain the condition of
object closure, decentralized control algorithms have been proposed [206, 253].

5.3. Grasping and Lifting Strategies

Many studies considered the transport of an object by multiple, mobile robots
grasping and/or lifting it [55, 139, 143, 144, 1, 233, 173, 255, 272, 256, 271, 236, 171].

In some systems the trajectories of all robots of a group are planned before the
start of experimentation. Each robot then follows its desired trajectory, for instance,
using a controller based on dead-reckoning [55]. In other systems, the manipulation
is planned in real-time by an external workstation which communicates with the
robots [173, 272, 271]. Often, instead of an external computer, a specific robot called
the leader knows the desired trajectory or the goal location. The leader robot can
send explicit high- or low-level commands to the followers [233, 255]. However, in
many leader-follower systems explicit communication is not required [143, 144, 1,
256, 171, 236]. Typically, this is realized in systems in which the object is lifted by
the robots; the followers simulate the behavior of passive casters [229].

To the best of our knowledge, group transport on rough terrain has only been
reported for teams of two object-lifting robots, as in the works by Huntsberger et
al. and Takeda et al. [130, 241, 236].

None of these works considered the transport of an object by groups of more than
four physical robots.

1For a theory on the mechanics of pushing see Mason [161].
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Part III.

Self-Assembling Robots:
Control and Analysis in Simulation
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Preface to Part III

During the past 50 years, a variety of systems have demonstrated self-assembly
among centimeter-scale components (see Chapter 4). The corresponding studies
focused on self-assembly per se, that is, on the process by which structure forms
through interactions of specifically designed component modules. Instead, we look
at self-assembly as a mechanism that helps systems of autonomous components to
accomplish concrete tasks. In particular, we address the transport of a heavy object
by a system of self-assembling mobile robots.

In the last decade, group transport of objects has become a canonical task for
studying cooperation in multi-robot systems (see Section 2.2.1). Typically, the
object to be transported cannot be moved by a single robot alone, and thus its
transport requires the coordinated action of multiple robots. Numerous systems
have been developed (see Chapter 5). Yet, even the most sophisticated ones are
unable to produce effective coordination for medium-sized or large groups of robots
(i.e., five or more robots).

In this third part of the dissertation, we investigate a novel approach to the
coordination of multiple robots in group transport. We consider a system of
self-propelled robots that, by grasping each other, can temporarily organize into
connected pulling or pushing structures. Such structures could grow in size and
strength as the number of their components increases. They could transport heavy
objects that provide limited contact surface only (see Figure 5.2).

(a) (b)

Figure 5.2.: Transport of an object by a group of six robots organized in an as-
sembled structure: (a) pushing the object; (b) physically linked to the
object and pulling/pushing it.
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The study is accomplished using a simulator, modeling the kinematics, dynamics,
and contacts of rigid objects in 3-D. The system comprises a passive object, here-
after referred to as prey, and a group of self-propelled, mobile robots. The robots
are endowed with connection mechanisms that allow them to attach to (and detach
from) each other and the prey. The robot’s model approximates the s-bot of the
swarm-bot system (see Section 2.2.3).

We make use of evolutionary algorithms to synthesize control policies (see Sec-
tion 3.1). Selection acts at the level of genes [114, 51]. The genotype encodes a
neural network controller which is cloned and copied to each robot within a group.
Thus, all members of a group are genetically identical. We consider a population
of genotypes, that is, a population of groups. Note that in our setup, selection at
the level of genes is equivalent to between-group selection [142].

62



6. The Adaptive Value of Self-Assembly
—Evolution of Solitary and Group
Transport

In this chapter, we address the cooperative transport of prey by a group of two
robots. Initially, the robots are put at random positions near the prey. Their task
is to move the prey in an arbitrary direction (the farther the better). The prey
can not be moved by one robot alone. The robots have highly limited capabilities.
They can neither communicate nor perceive each other directly.

The aim of the study is two-fold. Firstly, we want to gain some basic understand-
ing of the factors that favor self-assembly. Currently, research efforts in biology are
being directed at giving answers to this question [238, 7]. We study whether the
interplay of variation and selection in an artificial evolutionary process can yield
behaviors that let robots self-assemble. The self-assembly ability—without be-
ing explicitly favored by the fitness function design—can evolve if it provides an
adaptive value for the group. If this is the case, we can analyze the proximate
mechanisms that cause self-assembly.

Secondly, we want to understand the relationship between the evolution of group
transport and the evolution of solitary transport. In social insects, group trans-
port presumably evolved from solitary transport, without necessarily having the
members of the group recognize each other. We study whether artificial evolution
can yield robots that, despite not being aware of each other, exhibit effective group
transport behaviors. Moreover, we examine whether robots engaged in group trans-
port can benefit from behaving differently from those engaged in solitary transport.

6.1. Methods

In this section, we detail the task, the simulation model, the robot’s controller, and
the evolutionary algorithm.

6.1.1. Task

We study solitary and group transport of prey. The task is to move the prey in an
arbitrary direction (the farther the better). Initially, one or two robots are put at
random positions near the prey. Each robot is equipped with a gripper that enables
it to establish a physical connection to the other robot or to the prey. Apart from
that, the robots have highly limited capabilities. They can move autonomously and
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Figure 6.1.: The simulation model of the robot: front, side, and top view (units in
cm).

perceive their environment. However, they can neither communicate nor perceive
each other directly. The environment comprises the prey and a light source. The
light source represents an environmental cue and as such can be exploited by the
robots to coordinate their actions (see Section 2.2.1).

6.1.2. Simulation Model

The simulator models the kinematics and dynamics of rigid, partially constrained,
bodies in 3-D. Frictional forces are calculated based on the Coulomb friction law [47].
The model of the robot is illustrated in Figure 6.1. It is an approximation of the s-
bot, a robot designed and implemented in the context of the SWARM-BOTS project
(see Section 2.2.3). The model is composed of five bodies: two spherical wheels,
two cylindrical wheels, and a cylindrical torso. The torso is composed of several
parts that are rigidly linked: a cylindrical body, a protruding cuboid (in what we
define to be the robot’s front), and a pillar fixed on top. The spherical wheels are
linked to the chassis via ball-and-socket joints. The cylindrical wheels are linked to
the chassis via hinge joints.

The robot’s abilities are summarized in Table 6.1. The cylindrical wheels are
motorized, and can be moved both forward and backward at different speeds. If
the cuboid heading forward is in contact with either the cylindrical body of another
robot or the (cylindrical) prey, a connection can be established. Connections can
be released at any time. In particular, this will happen if the intensity of the
force transmitted by the connection mechanism exceeds a certain threshold. As a
consequence, it is not possible for the robots to form very long pulling chains. The
robot is equipped with an omni-directional camera mounted on a pillar support
that is fixed at the center of the torso’s top. The camera is able to detect the
angular position of the light source. Moreover, it provides the angular position and
distance of the prey, if the latter resides within the sensing range (R = 50 cm). A
connection sensor enables a robot to perceive whether it is connected to another
object or not. The robot is not equipped with any sensor capable of detecting the
presence of a teammate.
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Table 6.1.: Summary of the robot’s abilities. Units are in cm, rad, and rad/s. See
text for details.

actuators

left wheel (angular speed) wl ∈ [−M,M ]

right wheel (angular speed) wr ∈ [−M,M ]

connection mechanism c ∈ {0,1}
sensors (external)

light source (angular position) α ∈ [0,2π]

prey (angular position) β ∈ [0,2π]

prey (distance) d ∈ [0,R]

sensors (proprioceptive)

connection mechanism c ∈ {0,1}

Random noise affects the characteristics of the robot’s actuators and sensors
(i.e., the variables wl, wr, M , α, β, d, and R). We modeled two different types of
random noise: (i) random variables that are generated for each robot only once, at
the beginning of its life-time, model differences among the hardware of the robots;
(ii) random variables that are generated for each robot at each time step during its
life-time model temporary fluctuations in the behavior of the robot’s actuators and
sensors. Further details are reported in [107].

6.1.3. Controller

All the robots of a group are initially assigned an identical controller. Every 100 ms
a control loop executes a neural network taking input from the robot’s sensors,
and uses the outputs as motor commands. The neural network is illustrated in
Figure 6.2. It is a simple recurrent neural network [71] and has an input layer of
five neurons (i1, i2, i3, i4, and i5), a hidden layer of five (fully inter-connected)
neurons, and an output layer of three neurons (o1, o2, and o3). The weights of
the synaptic connections of the network are genetically encoded parameters. The
activations of the hidden and output neurons are mapped into the range (0,1) using
the sigmoid function f(x) = 1

1+e−x .

The activations of the five input neurons are computed based on the robot’s
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Figure 6.2.: The neural network controller comprising five input neurons (bottom),
five hidden neurons (center), and three output neurons (top). Only the
synaptic connections to and from the neuron in the center of the hidden
layer are illustrated. An additional bias neuron (not shown), providing
a constant input of 1, is connected to each neuron of the hidden layer
and the output layer.

sensor readings (see Table 6.1):

i1 =
{

(1− d
R) sin β if d < R;

0 otherwise,
(6.1)

i2 =
{

(1− d
R) cos β if d < R;

0 otherwise,
(6.2)

i3 = sin α, (6.3)
i4 = cosα, (6.4)
i5 = c. (6.5)

The activations of the three output neurons are used to set the motor commands
(see Table 6.1):

wl = M(2o1 − 1), (6.6)
wr = M(2o2 − 1), (6.7)

c =
{

0 if o3 < 0.5;
1 otherwise.

(6.8)

6.1.4. Evolutionary Algorithm

The used evolutionary algorithm is a self-adaptive version of a (µ + λ) evolution
strategy [220, 24]. Each individual1 is composed of n = 73 real-valued object

1For simplicity, by individual we refer to the genotype (see also Section 3.1.2).
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parameters x1, x2, . . . , xn specifying the connection weights of the neural network
controller, and the same number of real-valued strategy parameters s1, s2, . . . , sn

specifying the mutation strength used for each of the n object parameters.
The initial population of µ + λ individuals is constructed randomly. In each

generation all individuals are assigned a fitness value. The best-rated µ individuals
are selected to create λ offspring. Subsequently, the µ parent individuals and the
λ offspring are copied into the population of the next generation. Note that the µ
parent individuals that are replicated from the previous generation get re-evaluated.
We have chosen µ = 20 and λ = 80.

Each offspring is created by mutation with probability 0.8 and by recombination
with probability 0.2. In either case, the parent individual(s) is selected randomly.
If the offspring is created by recombination, the mutation operator is also applied
to it. The object parameter xi is mutated by adding a random variable from the
normal distribution N(0, s2

i ). Beforehand, the mutation strength parameter si is
multiplied by a random variable ξi that follows a log-normal distribution [220, 24].
As recombination operators we use intermediate and dominant recombination [24],
both with the same probability.

Fitness Computation

The fitness of individuals is assessed using simulations. The simulated environment
consists of a flat ground, a prey, and a light source. The prey is modeled as a
cylinder, either 250 g or 500 g in mass, 10 cm in height, and 12 cm in radius. The
500 g prey can not be moved by a single robot. A simulation trial lasts T = 20
simulated seconds. Initially, the prey is placed in what we refer to as the center of
the environment. The light source is placed at a random position 300 cm away from
the prey. This is less than the distance the prey can be moved within the simulation
time T . N ∈ {1, 2} robots are placed at random positions and orientations, but no
more than R

2 = 25 cm away from the perimeter of the prey. This ensures that the
prey can initially be detected by each robot.

The quality measure Q accounts for the ability of the individual to let the robots
remain in the vicinity of the prey, and transport it, the farther the better, in an
arbitrary direction. It is defined as:

Q =
{ C if T = 0;

1 + (1 +
√T )Cρ otherwise,

(6.9)

where C ∈ [0,1] reflects the clustering performance, T ∈ [0,∞) reflects the transport
performance, and ρ = 5.

The clustering performance C is defined as

C =
1
N

N∑

i=1

Ci, with (6.10)
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Ci =





0 if dT
i > R;

1 if dT
i < R

2 ;
R−dT

i
R/2 otherwise,

(6.11)

where dT
i denotes the distance between robot i and the perimeter of the prey at

time T (see Table 6.1). If the prey at time T is not within the sensing range R
of a robot, the latter receives the lowest possible reward (i.e., 0). Robots that at
the end of the trial are still within the initial range (R

2 = 25 cm) around the prey
receive the maximum reward (i.e., 1). Note that C does not impose any bias on the
transport strategy: any pulling or pushing arrangement of two robots is assigned
the maximum clustering performance.

The transport performance T is defined as

T = ∆(X 0,X T ), (6.12)

where X t denotes the position of the prey at time t, and ∆(·, ·) is the Euclidean
distance.

The performance of an individual is evaluated in S = 5 independent trials. For
each trial, the start configuration (e.g., specifying the initial locations of the robots
and of the light source) is randomly generated. Every individual within the same
generation is evaluated on the same sample of start configurations. The sample is
changed once at the beginning of each generation. Let Qi be the quality observed in
trial i, and φ be a permutation of {1, 2, . . . , S} so that Qφ(1) ≤ Qφ(2) ≤ · · · ≤ Qφ(S).
Then the fitness F , which is to be maximized, is defined as

F =
2

S(S + 1)

S∑

i=1

(S − i + 1)Qφ(i). (6.13)

Note that in this way the trial resulting in the lowest transport quality value (if
any) has the highest impact on F . Thereby, individuals are penalized for exhibiting
high performance fluctuations.

6.2. Results

We conducted 30 independent evolutionary runs for 150 generations each. This
corresponds to 15 000 fitness evaluations per run. This limit was defined in order
to keep the execution time per run within a time frame of 1–4 days. In 20 runs,
the fitness of individuals reflected the performance in solitary transport (i.e., sim-
ulations with a single robot and a prey of mass 250 g), while in the other 10 runs,
the fitness reflected the performance in group transport (i.e., simulations with two
robots and a prey of mass 500 g).2 Figures 6.3 and 6.4 present the corresponding
average and maximum fitness time histories. The curves correspond respectively

2Note that the computational costs may increase super-linearly with the number of robots
being simulated. This is particularly the case if the robots physically interact with each other.

68



6.2. Results

0 50 100 150

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

generations

fit
ne

ss
 (

20
 r

un
s,

 n
or

m
al

iz
ed

)

best of population
average of population

Figure 6.3.: Evolution of transport behaviors with one robot and a 250 g prey. De-
velopment of the population best and population average fitness. Each
curve corresponds to the average of 20 evolutionary runs with different
random seeds. Bars indicate standard deviations.
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Figure 6.4.: Evolution of transport behaviors with two robots and a 500 g prey.
Development of the population best and population average fitness.
Each curve corresponds to the average of 10 evolutionary runs with
different random seeds. Bars indicate standard deviations.
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to the average of 20 and 10 runs with different random seeds. The values are nor-
malized in the range [0,1]. The lower bound is tight, and represents trials in which
the prey was not moved and the robots lost visual contact to it (fitness zero). The
upper bound corresponds to the maximum distance a robot that is pre-assembled
with the lighter (250 g) prey can push the latter within T = 20 s. To compute the
upper bound, we disabled any random noise affecting the actuators. The upper
bound so computed was 152 cm. By comparing the figures, we can see that the
fitness values obtained in the one-robot evolutions (see Figure 6.3) are higher than
the fitness values obtained in the two-robot evolutions (see Figure 6.4).

6.2.1. Quantitative Analysis

The fitness assigned to a group depends not only on the genotype, but also on
other factors, including the robots’ initial positions and orientations, the position
of the light source in the environment, and the noise affecting the robots’ sensors
and actuators. Thus, there is a very large number of possible configurations to test.
However, the genotype is evaluated only in five trials (per generation) during the
evolutionary design phase.

To select the best individual of each evolutionary run, we post-evaluate the µ =
20 best-rated (parent) individuals of the final generation on a random sample of
500 start configurations. The set of µ parent individuals comprises all genetic
material that would be exploited in subsequent generations in case the evolution
would be resumed. For every evolutionary run, the individual exhibiting the highest
average performance during the post-evaluation is considered to be the best one.
To allow for an unbiased assessment of the performance of the best individual of
each evolutionary run, we post-evaluate it (for a second time), on a random sample
of 500 start configurations.

Let us first consider the performance of the best individuals from the evolutionary
runs in which a single robot was simulated.

Individuals Evolved for Solitary Transport

Figure 6.5 illustrates the transport performance of individuals evolved for solitary
transport using a box-and-whisker plot [15]. The gray boxes correspond to the
distances (in cm) the 250 g prey was moved by a single robot in the 500 trials
of the post-evaluation. The average distances (in cm) range from 95.0 to 137.9.
This is 62.5% to 90.7% of the upper bound. The standard deviations are in the
range [9.7,35.3]. Note that the performance in some trials exceeds the upper bound
(indicated by the bold horizontal line). This is caused by the random differences
among the hardware of the robots (e.g., differences in the maximum speed M of a
wheel). Recall that to compute the upper bound, any form of random noise was
disabled.

The individuals have been evolved for solitary transport. However, they are
applicable to group transport too. We can examine the ability of a group of robots—
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Figure 6.5.: Solitary and group transport performance of the best individuals
evolved for solitary transport. Box-and-whisker plot of the distance
(in cm) the prey was moved for each individual (500 observations per
box). Gray boxes: solitary transport (one robot, 250 g prey); white
boxes: group transport (two robots, 500 g prey). See Section 6.2.2, for
information on the order by which the evolutionary runs are presented.

each acting as a solitary worker—to transport a prey that requires cooperation to
be moved. Note that the robots can not perceive each other, nor have they been
trained in situations that involve multiple robots. We assessed the performance of
a group of two robots on 500 start configurations with the 500 g prey. All robots
of the group were initially assigned a copy of the same neural network controller.
The results are shown in Figure 6.5 (white boxes). The average distances (in cm)
range from 30.4 to 70.1. This is 20.0% to 46.1% of the upper bound. The standard
deviations are in the range [38.3,53.9]. The performance obtained with the two-
robot setup is significantly worse than the performance obtained with the one-robot
setup (two-sided Mann-Whitney test, 5% significance level).

Let us now consider the performance of the best individuals from the evolutionary
runs in which two robots were simulated.

Individuals Evolved for Group Transport

Figure 6.6 illustrates the transport performance of the individuals evolved for group
transport using a box-and-whisker plot [15]. Again, we evaluated both the perfor-
mance in solitary transport and the performance in group transport in 500 trials
each. The gray boxes correspond to the distances (in cm) the 250 g prey was moved
by a single robot. The average distances (in cm) range from 53.9 to 101.4. This
is 35.4% to 66.7% of the upper bound. The standard deviations are in the range
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Figure 6.6.: Solitary and group transport performance of the best individuals
evolved for group transport. For details, see caption of Figure 6.5.

[15.1,40.9]. For the trials with two robots and a 500 g prey (see white boxes), the
average distances (in cm) range from 41.6 to 80.9. This is 27.4% to 53.2% of the
upper bound. The standard deviations are in the range [12.2,35.6].

Although during evolution only two robots were present, the individuals perform
consistently better when tested alone (two-sided Mann-Whitney tests, 5% signifi-
cance level). This latter result supports our intuition that group transport is more
complex than solitary transport. The presence of multiple robots is likely to lead
to interferences that cause a decrease in performance. Moreover, group transport
requires a coordinated action as the members of the group have to push or pull the
object in similar directions.

In solitary transport, the individuals that were evolved for solitary transport ex-
hibit a higher performance than the individuals that were evolved for group trans-
port (one-sided Mann-Whitney test, 5% significance level). For group transport,
however, individuals that were evolved for group transport exhibit a higher per-
formance than the individuals that were evolved for solitary transport (one-sided
Mann-Whitney test, 5% significance level). Thus, even though the robots can nei-
ther sense nor communicate with each other directly, they benefit from behaving
differently in group transport than in solitary transport.

6.2.2. Behavioral Analysis

In the following, we analyze the behaviors of robots when controlled by the neural
networks whose parameters are specified by the individuals evolved for solitary and
group transport, respectively. We identify proximate mechanisms that cause the
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coordination of robots in the group. In particular, we examine the formation of
assemblages.

Individuals Evolved for Solitary Transport

Concerning the 20 runs for the evolution of solitary transport, 17 out of 20 of the
best neural networks let the robot grasp and push the prey by moving forward.
In the 500 trials with two robots, 500 · 2 = 1000 times a robot was controlled in
total to transport the prey. Depending on the neural network used, in 96.4% to
100.0% of the cases the robot was connected either directly or indirectly to the
prey at the end of the trial. Rarely, self-assemblages—that is, structures of robots
being directly connected to each other—were formed (in 0.0% to 8.4% of the trials,
respectively). In the majority of all cases, the robots failed to push effectively the
prey in a common direction.

The other three neural networks (the ones from the evolutionary runs we in-
dexed 18–20, see Figure 6.5) let the robots push the prey with their bodies by
moving backward. These networks display a high median performance, even in
group transport. The robots do not take advantage of the light source to achieve
coordination.3 Instead, they employ a simple form of indirect communication, that
is, they interact with each other physically, either directly or through the prey. If
we assume that each robot pushes towards the center of the prey with the same
intensity, the combined force of the two exceeds (in intensity) the force of any of the
two, as long as their pushing directions differ by less than 120◦. As the two robots
are initially randomly distributed around the prey, such degree of coordination is
present in about 2/3 of the trials. In most of these cases, the resulting force is
sufficient to start moving the prey at low speed. As the robots’ pushing directions
intersect with each other, once the prey is in motion, the robots approach each
other sliding along the perimeter of the prey.4 As the robots continuously adjust
their pushing directions according to the position of the prey (and thus to each
other), they self-organize into an effective pushing arrangement.

The latter result shows that individuals evolved for solitary task performance
can exhibit cooperative behavior by chance—that is, without presence of selective
pressure. In our case, 15% of the individuals that evolved for solitary transport,
once controlling a group of clones in group transport of heavy prey, clearly exhibit
cooperative behavior. They physically interact with each other (either directly, or
through the prey) and thereby enhance the degree of coordination. In principle,
also environmental cues such as the light source can be exploited by the robots

3Only the neural network from run 20 lets the robots (slightly) correlate their direction of
pushing with the direction of the light source. The networks from runs 18 and 19, however, do not
let the robots correlate their direction of pushing with the direction of the light source. In fact,
they let the robots transport the prey in a direction that is uniformly random (as experimentally
verified). Recall that the task is to move the prey, the farther the better, in an arbitrary direction.

4Recall that the particular behavior that is discussed here lets the robots make no use of their
grippers. Instead, the robots’ bodies are in physical contact with the prey and push the latter by
moving backward.
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to achieve coordination. As we will see in the following, this is the case for the
individuals evolved for group transport.

Individuals Evolved for Group Transport

Concerning the 10 runs for the evolution of group transport, 5 out of 10 of the
best neural networks let the robots display self-assembly behavior (corresponding
to the first five pairs of boxes in Figure 6.6). Four out of these five neural networks
employ the strategy depicted in Figure 6.7(a). Each robot cycles (with the gripper
heading forward) around the prey to reach a side correlated with the direction
of the light source (e.g., the opposite side). Some neural networks let the robot
cycle either counter-clockwise or clockwise depending on which path is shorter.
During this phase, the robot remains distant from the prey, and thereby, also from
a potential teammate that is already connected to the prey. Once the side that is
correlated with the light source is approximately reached, the robot approaches the
prey and potentially the connected teammate, and establishes a connection. That
is, by exploiting the relative position of both the prey and the light source, the two
robots organize into a dense formation, potentially a linear chain. Each robot keeps
on moving forward, pushing the prey (e.g., towards the light source). Over the 500
trials, 500 · 2 = 1000 times a robot was engaged in group transport. Depending on
the neural network used, in 71.1% to 94.6% of the cases, the robot was connected
either directly or indirectly to the prey at the end of the trial. Self-assembled
structures were formed in 3.2% to 53.4% of the trials, respectively.

The other five neural networks (corresponding to the five latter pairs of boxes
in Figure 6.6) make no use of the gripper element. Their strategy is depicted in
Figure 6.7(b). They control the robot to move backward. The robot cycles around
the prey to reach a side correlated with the light source. Again, some neural
networks let the robot cycle either counter-clockwise or clockwise depending on
which path is shorter. Differently from the previous behavior, however, the robot
gets into physical contact with the prey while cycling around it. In fact, the robot
tries to push the prey with its body, while at the same time sliding along the prey’s
perimeter. If multiple robots are present, their behaviors let them organize into a
dense, and thus very effective, pushing arrangement [see Figure 6.7(b)].

One neural network was capable of letting the robots display a combination of
both types of behaviors [see Figure 6.7(c)]. In 28.6% of the cases at the end of the
trial, one robot was pushing the prey with the body by moving backward, while
the other robot was grasping and pushing the prey by moving forward (recall that
both robots were controlled by an identical neural network). The performance the
group achieved in this configuration was significantly higher than the performance
the group could achieve in any other configuration when controlled by the same
neural network (two-sided Mann-Whitney tests, 5% significance level).
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(a) (b) (c)

Figure 6.7.: Group transport of a heavy prey in arbitrary direction. The light source
is located outside the range of the image. Both robots are controlled by
identical recurrent neural networks. Sequences of actions during a trial
(from the top to the bottom, at time 0 s, 2 s, 4 s, and 14 s, respectively),
corresponding to three different neural networks that respectively (a)
let the robots assemble with the prey and/or with the teammate and
transport the prey by moving forward, (b) let the robots push the prey
with their body by moving backward, (c) let each robot either push
the prey by moving backward or assemble with the prey or teammate
and push by moving forward.
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Figure 6.8.: Post-evaluation of the best individuals with groups of five robots trans-
porting a 1250 g prey for 30 seconds (200 observations per box). In-
dividuals labeled 1–5 are those that let robots self-assemble, all other
make no use of the gripper element. Geometry of the prey: (a) size as
during the two-robot evolutions (i.e., radius 12 cm); (b) size scaled by
the factor the prey’s mass as well as the number of robots has increased
(i.e., radius 30 cm).

(a) (b)

Figure 6.9.: Group transport of a 1250 g prey (radius: 12 cm) by five robots. Snap-
shots for two different individuals: (a) an individual that let the robots
self-assemble. The group is capable of transporting the prey at low
speed. (b) An individual that let the robots make no use of the gripper
element. The group is incapable of moving the prey as the latter offers
not enough contact surface for being pushed effectively by more than
two robots. For a quantitative analysis, see Figure 6.8.
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6.2.3. Scalability

We examine to what extent the observed behaviors are scalable, in other words,
whether the evolved individuals are able to let robots cooperate in the transport of
a heavier prey when the group size becomes larger. We focus on the best individuals
from the evolutionary runs with two robots. For each run we take the best individual
and evaluate it 200 times using a group of five robots. We keep the geometry of
the prey identical, but we increase its mass proportionally to the increase in the
number of robots (1250 g). The gray boxes of the plot in Figure 6.8 show the
distance (in cm) the prey was moved during these trials. The individuals from the
first five evolutionary runs shown from the left in the figure are those that let the
robots make use of the gripper element to solve the task. Self-assemblages occurred
in 89.0%, 99.0%, 92.0%, 59.5%, and 46.0% of the trials, respectively. The other
five individuals do not let the robots make use of the gripper element. Overall,
the individuals making use of self-assembly (the average distances are respectively
14.4, 18.7, 20.0, 3.7, and 3.4 cm) outperform the other individuals (the average
distances are respectively, 1.6, 1.8, 1.7, 1.4, and 2.0 cm). The latter individuals are
incapable of achieving the task as the prey does not offer enough contact surface
for being pushed effectively by more than two robots (see Figure 6.9). However, if
the perimeter of the prey is scaled by the same factor as the mass and the number
of robots has increased, all individuals are able to move the prey, and the ones that
let the robots not self-assemble exhibit a better performance (see white boxes in
Figure 6.8).
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7. The Benefit of Biasing Self-Assembly
—Evolution of Group Transport

In this chapter, we investigate three mechanisms that promote groups of robots to
self-organize into effective pushing and pulling structures:

• The task is simplified by defining a dedicated target location, a light source.

• The fitness function explicitly rewards groups of robots for self-assembling
into physical structures that are connected with the prey [see Figure 5.2(b)
on page 61].

• Each robot features additional acting and cognitive abilities. To make it eas-
ier for robots to self-assemble, each robot is equipped with a mechanism to
actively scan its surrounding for teammates. To make a robot more flexible
when being part of an assembled structure, it is equipped with an additional
degree of freedom that allows it to rotate its chassis into any horizontal di-
rection while its upper part keeps connected to the prey or another robot.

7.1. Methods

In this section, we detail the simulation model, the controller, and the evolutionary
algorithm.

7.1.1. Simulation Model

The simulation model of the robot is illustrated in Figure 7.1. In contrast to the
previous model (see Section 6.1.2), the robot is composed of an upper part (called
the turret) that is linked to a lower part (called the chassis) via an actuated hinge
joint.

The robot’s abilities are summarized in Table 7.1. The rotating base actuator
enables the robot to align its turret (with respect to its chassis) to any angular
offset (in rad) in [−π, π]. Note that the physical response is delayed: while γ̄ refers
to the desired angular position of the base, γ denotes its current angular position.
The angular speed (in rad/s) of the rotation is 2. The camera scans for other robots
and for prey on a virtual ray heading in the controllable, horizontal direction β.
The scan stops respectively at the first (i.e., the closest) intersection point between
the ray and another robot and the first intersection point between the ray and the
prey. For both intersection points, the distance can be computed. Perception is
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Figure 7.1.: The simulation model of the robot: front, side, and top view (units in
cm).

Table 7.1.: Summary of the robot’s abilities. Units are in cm, rad, and rad/s. See
text for details.

actuators

left wheel (angular speed) wl ∈ [−M,M ]

right wheel (angular speed) wr ∈ [−M,M ]

connection mechanism c ∈ {0,1}
rotating base (angular position) γ̄ ∈ [−π,π]

camera (orientation) β ∈ [−π,π]

sensors (external)

light source (angular position) α ∈ [0,2π]

prey (distance) d ∈ [0,R]

teammates (distance) e ∈ [0,R]

sensors (proprioceptive)

connection mechanism c ∈ {0,1}
camera (orientation) β ∈ [−π,π]

rotating base (angular position) γ ∈ [−π,π]
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Figure 7.2.: The neural network controller. Only connections to and from the third
neuron of the hidden layer (from the left) are illustrated. Dashed arcs
illustrate the feedback loop corresponding to the directional camera.

restricted to objects within range R = 50 cm. In this study, the light source is
always visible for the robots. We also performed a set of experiments in which the
prey, due to its size, could shadow the light source [108]. Random noise affects the
robot’s sensors (i.e., α, d, e, R, and γ) and actuators (i.e., wl, wr, M , γ̄, and β).

7.1.2. Controller

We employ the same control architecture as in the previous study (see Section 7.1.2).
The simple recurrent neural network [71] is illustrated in Figure 7.2. It has an input
layer of six neurons (i1, i2, . . . , and i6), a hidden layer of six (fully inter-connected)
neurons, and an output layer of six neurons (o1, o2, . . . , and o6).

The activations of the six input neurons are computed based on the robot’s sensor
reading (see Table 7.1):

i1 = c, (7.1)

i2 =
1
2π

γ + 0.5, (7.2)

i3 =
{

0 if light source not visible;
0.5 + 0.5 α

2π otherwise,
(7.3)

i4 = 1.0− 0.9
d

R
, (7.4)

i5 = 1.0− 0.9
e

R
, (7.5)

i6 =
1
2π

β + 0.5. (7.6)

The activations of the six output neurons are used to set the motor commands
(see Table 7.1). Thereby, (o1, o2, o3) defines the speed of the left and the right
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(i.e., light source)

Figure 7.3.: Example of initial placement: the prey (black disk) has to be trans-
ported towards a nest (i.e., a light source). The robots approach the
prey from the half space on the side of the nest: they are placed ran-
domly within a semi-circle 40 to 50 cm away from the prey.

wheels and the status of the connection mechanism [using Equations (6.6)–(6.8)].
The activations of the other three output neurons are used as follows:

γ̄ = (o4 − o5)π, (7.7)

β = β +
π

5
(o6 − 0.5). (7.8)

To determine the initial heading of the camera (β), the robot scans once its entire
surrounding and chooses the direction with minimum distance to the prey.

7.1.3. Evolutionary Algorithm

The evolutionary algorithm used is the self-adaptive (µ + λ) evolution strategy
introduced in Section 6.1 (with µ = 20 and λ = 60).

Fitness Computation

The simulated environment consists of a flat ground, a prey, and a light source. The
prey is modeled as a cylinder of radius 8 cm and of height 8 cm. The mass of the prey
changes across simulation trials. It is chosen uniformly from {500, 625, 750, 875, 1000}
(in g). The minimum number of robots necessary to move the prey is either 2 or
3 (depending on its mass). A simulation trial lasts T = 20 simulated seconds.
Initially, N = 4 robots are put at random positions and orientations in the neigh-
borhood of the prey. The placement strategy is illustrated in Figure 7.3.

The quality measure Q is defined as:

Q =
{ A if T ≤ 0;

1 + (1 +
√T )Aρ otherwise,

(7.9)

where A ∈ [0,1] reflects the assembly performance, T ∈ [0,∞) reflects the transport
performance, and ρ = 2.
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Let Z be the set of control steps after T
2 = 10 s have elapsed.1 Then, the assembly

performance A can be defined as

A =
1
|Z|N

∑

t∈Z

N∑

i=1

At
i, (7.10)

where At
i ∈ [0,1] is defined by

At
i =





1 if i ∈Mt;
0 if (i /∈Mt) ∧ (d̃t

i > R);
0.75 if (i /∈Mt) ∧ (d̃t

i < R
2 );

0.65R−d̃t
i

R/2 + 1
10 otherwise.

(7.11)

Mt is the set of robots that are physically linked to the prey at time t. It comprises
robots both directly and indirectly connected to the prey. d̃t

i is an estimate of the
minimum distance of robot i to the prey at time t. If no prey is detected within
the sensing range, we set d̃t

i = R + 1.
The transport performance measure T reflects the distance the prey has been

moved towards the light source. It is defined as

T = max(0,D0 −DT ), (7.12)

where Dt denotes the distance between the prey and the light source at time t.
The performance of an individual is evaluated in S = 5 independent trials. The

sample of test configurations is changed once at the beginning of each generation.
Let Qi be the quality observed in trial i. Then, the fitness is given by

F =
1
S

S∑

i=1

Qi. (7.13)

The fitness values of the individuals have to be maximized.

7.2. Results

The experimental setup described above has been used in 10 independent evolution-
ary runs of 750 generations each.2 This corresponds to 60 000 fitness evaluations
per run. In Figure 7.4, the average and the maximum fitness time histories are
presented. Each curve corresponds to the average of 10 runs with different random
seeds. The fitness values are normalized in the range [0,1]; bounds for the perfor-
mance were computed as in Section 6.2. Altogether the best and average fitness
values continuously increase for about 500 generations. However, the attained fit-
ness level drastically varies among the different runs. In fact, only 1 out of 10 runs
yielded individuals of very high performance.

1In fact, as the robots start being unconnected and from positions up to R = 50 cm away from
the prey, some time is required to approach the prey and to establish a connection.

2Initially, the number of generations was set to 300. However, based on the evolutionary
progress it appeared to be promising to continue the evolution to generation 750.
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Figure 7.4.: Evolution of group transport behaviors with four-robot groups: devel-
opment of fitness in 10 evolutionary runs.

7.2.1. Quantitative Analysis

To select the best individual of each evolutionary run, we measure the quality of
the µ = 20 parent individuals of the last generation on a sample of 500 different
test configurations. The individual exhibiting the highest average performance is
considered to be best and is post-evaluated for a second time, on a new sample of
2500 test configurations.

The average assembly performance A ∈ [0,1] for the best individuals of all 10 runs
is in the range [0.72,0.96]. The standard deviations are in the range [0.12,0.25].
In the following, we focus on the best individual. Figure 7.5 illustrates the 17
topologies in which up to four robots and a prey can be organized. With one
exception, all topologies occurred at least once during the post-evaluation of the
best individual (the frequencies are indicated in the figure). Over the 2500 trials,
4 · 2500 = 10 000 times a robot was controlled to transport the prey. In 95.5%
of the cases, the robot was connected either directly or indirectly to the prey at
the end of the trial. Thereby, in 37.0% of the cases, the robot was part of an
assembled structure. In the majority of the 2500 trials, the robots formed at least
one self-assembled structure (63.6%).

Figure 7.6 plots the distance (in cm) by which prey of different mass approached
the target location (i.e., D0 − DT ), as observed in the 2500 trials for the best
individual. Upper bounds are indicated by the bold line. The average distances
(in cm) are 109.7, 93.8, 82.2, 69.5, and 57.2. This is respectively 49.2%, 46.1%,
44.8%, 42.5%, and 39.8% of the upper bounds for prey of mass (in g) 500, 625,
750, 875, and 1000. Note that the upper bounds are not tight; they correspond to
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Figure 7.5.: Topology into which up to four robots (transparent disks) and a prey
(gray disks) can be assembled and frequencies by which these topologies
have been observed at the end of a trial (2500 observations in total).
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Figure 7.6.: Box-and-whisker plot visualizing the distance (in cm) prey of differ-
ent mass was moved by a group of four robots controlled by the best
individual (500 observations per box).

situations in which the four robots start from an optimal configuration being already
pre-assembled with each other and the prey. Compared to the results reported in
Section 6.2, the standard deviations are astonishingly low; they range from 18.1 to
22.0. Recall that fluctuations in performance are partially caused by the nature of
the task (e.g., differences in the initial placement of the robots).

In the following, we examine the ability of a large group of robots to transport
prey of big weight.

7.2.2. Scalability

We consider groups of 4, 8, 12, and 16 robots. Along with the group size, the
mass of the prey is increased proportionally from 500 to 1000, 1500, and 2000 g,
respectively. We evaluate the best individual using these setups 800 times in total.
Since large groups of robots might require more time to self-assemble, the simulation
period T is extended to 30 seconds. To ensure a non-overlapping placement of up
to 16 robots, they are initially placed at random positions within a semi-circle of
radius 50 cm away from the prey (similar to Figure 7.3).

Figure 7.7 shows the distance (in cm) the prey was moved in each case. The
average distances (in cm) are 167.1, 102.1, 42.3, and 12.9. This is respectively
50.2%, 30.6%, 12.7%, and 3.9% of the upper bound. The standard deviations are
in the range [21.6,49.0]. Overall, the performance decreases drastically with group
size and the weight of the prey. We observed that the high density in which the
16 robots are initially put in the semi-circle makes it difficult for the robots to
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Figure 7.7.: Performance of the best evolved individual for groups of 4, 8, 12, and
16 robots, randomly arranged in a semi-circle of 50 cm radius around
the center, transporting prey of 500 g, 1000 g, 1500 g, and 2000 g, re-
spectively, for T = 30 s (200 observations per box).
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Figure 7.8.: Performance of the best evolved individual for groups of 16 robots
transporting prey of 2000 g for T = 30 s; 200 observations, grouped
according to |MT | (i.e., the number of robots physically linked to each
other and the prey at time T ). Boxes are drawn with widths propor-
tional to the square-roots of the number of observations in the groups.
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self-assemble into a common structure (i.e., comprising the prey). However, in
those cases in which the majority of robots assembled, they exhibit relatively high
performances even for group size 16 (see Figure 7.8).
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8. An Explicit Task Decomposition—
Evolution of Self-Assembly and Group
Transport in Heterogeneous Teams

In this chapter, we consider groups of robots with incomplete knowledge about the
task. Some robots (called the blind ones) are not capable of localizing the target
location (i.e., a light source), while all others can. Such heterogeneity can, as in our
case, be designed into a system, but might also arise during task execution if, for
instance, some robots of the group have hardware failures of their sensory system.
Or, it might be due to the nature of the environment: for example, the presence of
obstacles, teammates, or of the object being manipulated can make it impossible
for some of the robots to perceive the target location. In any case, it is important
to consider this problem, as blind robots—being physically assembled with the rest
of the group—might significantly disrupt the performance of the system.

Given the heterogeneity of the group, the task appears more complex than the
one studied in the previous chapter. In fact, the task is a team task (see Sec-
tion 3.2.1), because the blind and the non-blind robots are required to perform
different subtasks concurrently.1 Instead of increasing the computational effort to
solve the task (i.e., the population size and/or the number of generations), we try
to exploit the knowledge gained in the problem domain to effectively constrain the
solution search space. Following a behavior-based approach, we decompose the
problem into sub-problems. Each sub-problem is addressed by a dedicated control
module that uses only those sensors and actuators we consider relevant to solve the
sub-problem. One control module is in charge of self-assembly, that is, of letting
the robot connect either directly or indirectly to the prey. As soon as the robot has
connected, one of two other control modules is in charge of letting the robot pull
the prey towards the target location. Which of the two control modules is used
depends on whether the robot is blind.

8.1. Methods

In this section, we detail the simulation model, the controller, and the evolutionary
algorithm.

1We use the term group to refer to both, a group and a team (as defined in Section 3.2.1),
unless a distinction is important.
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Figure 8.1.: The simulation model of the robot: front, side, and top view (units in
cm).

8.1.1. Simulation Model

The simulation model of the robot is illustrated in Figure 8.1. This model closely
matches the basic geometrical properties of a first prototype of the s-bot that was
designed and constructed prior to experimentation [179]. The model of the con-
nection mechanism comprises a protuding cuboid and a small contact plate in its
front. A connection can be established if the plate is in contact with the prey or
the body of another robot.

The robot’s abilities are summarized in Table 8.1. Some robots, called the blind
ones, are not capable of detecting the light source, while all the others can. A
robot can sense whether it is in motion or not. In addition, it can measure the
horizontal angle and the intensity of the traction force acting in between its turret
and the chassis (see Section 2.2.3). The turret has two proximity sensors heading
in the front-left and front-right direction. Each robot, as well as the prey, has a
colored LED ring. The ring can be activated in two colors, and thus be used to
communicate a binary state. The camera scans for colored objects on a virtual ray
directly ahead of the robot. The scan stops at the first (i.e., the closest) intersection
point between the ray and another object, if any. If the first detected object is red,
then d refers to the distance to the intersection point (in cm) and β refers to the
horizontal angle (in degrees) to the center of the object.

8.1.2. Controller

We make use of a modular control architecture as illustrated in Figure 8.2. A robot
can be in one of two main states: either its gripper is unconnected or it is connected
to another object. In the first case, the sub-task is self-assembly, in the latter case it
is group transport. A control loop executes every 100ms the corresponding control
module.

The process of self-assembling is governed by the attraction and the repulsion
among robots, and between robots and a seed (see Figure 8.3). The seed is either
the prey or one of the robots. The color ring of the seed is permanently activated
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Table 8.1.: Summary of the robot’s abilities. Units are in cm,
rad, and rad/s. See text for details.

actuators

left wheel (angular speed) wl ∈ [−M,M ]

right wheel (angular speed) wr ∈ [−M,M ]

connection mechanism c ∈ {0,1}
rotating base (angular position) γ̄ ∈ [−π,π]

sensors (external)

light source (angular position) α ∈ [−π,π]

motion m ∈ {0,1}
force between turret and chassis (angle
and normalized intensity)

θ ∈ [−π,π],
f ∈ [0,1]

proximity (front-left, front-right) pl, pr ∈ [0,1]

prey and teammate (angle and distance) β ∈ [−π,π],
d ∈ [0,R]

sensors (proprioceptive)

connection mechanism c ∈ {0,1}
communication

robot to robot (LED ring) l ∈ {blue,red}

neural network 1

assembly

not blind

blind

neural network 2

hand−coded rule

transport

connection

Figure 8.2.: The robot control scheme. For details see text.
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(a) (b)

Figure 8.3.: Group of robots self-assembling and connecting to a prey, which acts
as a seed for the process of self-assembling.

in red (illustrated in the figure by a gray ring). The color ring of each robot (other
than the seed) is activated either in red or in blue (illustrated in the figure by a
gray and a white ring, respectively). Initially, the robots set the ring color to blue.
The controller lets the robots avoid blue objects, and approach/connect with red
objects. Thus, the process is triggered by the presence of the seed. Once a robot
has established a connection with a red object, the color of its ring is set to red,
attracting unconnected robots to connect with it. Having activated the color ring
in red, the robot starts transporting. The basic principle of signaling the state
(of being connected or unconnected) allows the emergence of (global) connection
patterns of dimensions far beyond the modules’ (local) sensing range.

In the following the assembly and transport modules are detailed. For the assem-
bly module we investigate both evolved neural networks and a rule-based controller.

Assembly Module (Evolved Neural Network)

The neural network used is a simple one-layer feed-forward network [215]. The
activations of the four input neurons are computed based on the robot’s sensor
readings (see Table 8.1 for further explanation):

i1 =
{

1 if (R
3 < d ≤ R) ∨ ((d ≤ R

3 ) ∧ (β ≥ 0◦));
0 otherwise,

(8.1)

i2 =
{

1 if (R
3 < d ≤ R) ∨ ((d ≤ R

3 ) ∧ (β < 0◦));
0 otherwise,

(8.2)

i3 = pl, (8.3)
i4 = pr. (8.4)

Figure 8.4 illustrates the rules [see Equations (8.1) and (8.2)] that determine the
activations of the input neurons i1 ∈ {0, 1} and i2 ∈ {0, 1}. By default, the tuple
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β

P
d

rule conditions i1 i2

1 d > R - 0 0

2 R
3

< d ≤ R - 1 1

3 d ≤ R
3

β ≥ 0◦ 1 0

4 d ≤ R
3

β < 0◦ 0 1

Figure 8.4.: The camera scans for objects on a virtual ray directly ahead of the
robot. R = 60 is the sensing range (in cm). The scan stops at the
first (i.e., the closest) intersection point between the ray and another
object, if any. If the first detected object is red, then P, d, and β refer
to the intersection point, the distance (in cm) to it, and the horizontal
angle (in degrees) to the center of the object, respectively. In this case,
(i1, i2) is determined by the rule set above. In all other cases, i1 and i2
are set to zero. R

3 = 20 is the distance (in cm) between the robot and
another object under which there is high risk of collision.

(i1, i2) is set to (0, 0). As illustrated in Figure 8.4, the camera scans for the first
colored object in front of the robot. If a red object is detected, (i1, i2) indicates its
presence and coarse orientation.

The network output (o1, o2, o3) defines the speed of the left and the right wheels
and the status of the connection mechanism [using Equations (6.6)–(6.8)]. The
rotating base actuator is kept in the default position (γ̄ = 0).

Assembly Module (Rule-Based)

Table 8.2 specifies a parameterized set of rules that map sensory inputs from the
vision system (i1 and i2) and the proximity sensors (i3 and i4) to motor commands
to control the speed of the left and the right side of the traction system (o1 and
o2, respectively) as well as the connection mechanism (o3). A speed value of 1
(0) corresponds to the maximum speed forward (backward) M . The parameter
s1 ∈ (0.5, 1] specifies the speed with which the robot turns on the spot, if no
red object is perceived (rule 1). If a red object is perceived but it is more than
R
3 = 20 cm away, the robot moves forward with maximum speed (rule 2). If the red
object is close and more to the left (rule 3) or to the right (rule 4), the parameters
s2 ∈ [0.5, 1) and s3 ∈ [s2, 1] specify to what extent the robot turns in the appropriate
direction during approach. In any case, o3 is set to 1, that is, the robot tries to
establish a connection as soon as the grasping requirements are fulfilled.
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Table 8.2.: Rule-based controller for self-assembly with parameters s1, s2, and s3.

rule i1 i2 i3 i4 o1 o2 o3

1 0 0 * * s1 1− s1 1

2 1 1 * * 1 1 1

3 1 0 * * s2 s3 1

4 0 1 * * s3 s2 1

The rule-based controller does not take the inputs from the proximity sensors
(i3 and i4) into account. Nevertheless, unconnected robots that reside between
the robot itself and the object to approach are perceived as blue objects and thus
shadow the presence of the red object (see caption of Figure 8.4).

We assessed the quality of different parameter assignments by performing 200
simulation trials in which 2, 4, 6, or 8 robots had to self-assemble with a prey. 1000
different assignments to the parameter set (s1, s2, s3) were assessed, and the one
exhibiting the highest average performance was selected (0.85, 0.60, 0.85).

Transport Module

Once the robot is connected, the transport module is activated. We developed two
distinct control modules to control the blind and the non-blind robots, respectively.

The non-blind robot orients its chassis towards the light source. The speed of
the wheels is set to the maximum value M . This procedure turned out to be very
effective under the assumptions that the robot (i) is connected either directly or
indirectly to the prey, (ii) is equipped with a rotating base actuator, and (iii) can
always perceive the light source.

The controller for the blind robots consists of a simple recurrent neural net-
work [71] with four hidden nodes. It is executed in each iteration of the control
loop. The activations of the six input neurons are computed based on the robot’s
sensor readings (see Table 8.1):

i1 = f max (0, cos (θ − 0.0π)) , (8.5)
i2 = f max (0, cos (θ − 0.5π)) , (8.6)
i3 = f max (0, cos (θ − 1.0π)) , (8.7)
i4 = f max (0, cos (θ − 1.5π)) , (8.8)
i5 = m, (8.9)

i6 =
γ

2π
+

1
2
. (8.10)

The activations of the three output neurons are used to set the motor commands
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(see Table 8.1):

wl = Mo1, (8.11)
wr = Mo1, (8.12)
γ̄ = π(2o2 − 1). (8.13)

During transport, the gripper is kept closed (c = 1).

8.1.3. Evolutionary Algorithm

The evolutionary algorithm used is the self-adaptive (µ + λ) evolution strategy
introduced in Section 7.1.3 (with µ = 20 and λ = 80). The object parameters
encode the connection weights of the two neural networks. The recombination
operator combines two genotypes (i) by swapping the parameter sets of either the
first or the second neural network, (ii) by intermediate recombination, or (iii) by
dominant recombination, each with the same probability.

Fitness Computation

The simulated environment consists of a flat ground, a prey, and eight light sources.
The prey is modeled as a cylinder. Its radius (in cm) is chosen in the range [5.8, 10];
its mass (in grams) is chosen in the range [200N, 300N ], where N ∈ {2, 3, 4, 5}
denotes the number of robots used. For each simulation trial, the prey’s radius and
mass, the group size N , and the number of blind robots NB ∈ {1, 2, . . . , dN/2e}
are chosen randomly according to uniform distributions. A simulation trial lasts
T = 35 simulated seconds. The eight light sources are uniformly arranged in a
circle at a distance of 500 cm from the prey. At any point in time, there is only one
light source active, and thus indicating the target location. Which one is selected
randomly according to a uniform distribution once prior and twice during simulation
(after 15 and 25 seconds). Doing so, we evaluate the ability of the blind robots to
adapt their direction of motion to the rest of the group. All robots are placed at
random positions and orientations no more than 50 cm all around the prey.

The quality Q exhibited in a trial is defined as

Q = CA+ (1− C)T , (8.14)

where A ∈ [0,1] reflects the assembly performance, T ∈ [0,1] reflects the transport
performance of the blind robots, and C = 1

5 . Q does not account for the perfor-
mance of the non-blind robots as their controller is not subject to variation. Q is
computed based solely on information the robots perceive locally during simula-
tion.2

2We assume that during the fitness evaluation, each robot can detect the angular position of
the light source. The control module of the blind robots is not provided with the corresponding
information.
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The assembly performance A is defined as

A =
1

(T + 1) N

T∑

t=0

N∑

i=1

At
i, (8.15)

where At
i ∈ [0,1] is defined by

At
i =





1 if i ∈Mt;
1
2 + 1

4Ot
i if (i /∈Mt) ∧ (d ≤ C);

1
4 if (i /∈Mt) ∧ (C < d ≤ R);
0 otherwise,

(8.16)

where
Ot

i = 1−min
[
1,

(
|βt

i |/
π

6

)]
. (8.17)

Mt is the set of robots that are physically linked to the prey at time t (see Sec-
tion 7.1.3). Note that i ∈ Mt if and only if robot i is connected to a red object at
time t.

Let be B ⊂ {1, 2, . . . , N} the set of blind robots. Let Z be the set of control steps
no more than 6 seconds preceding a change in the target location or the end of the
simulation.3 Then, the transport performance T can be defined as

T =
1

|Z| |B|
∑

t∈Z

∑

i∈B
T t

i , (8.18)

where T t
i ∈ [0,1] is defined by

T t
i =

{
0 ct

i = 0;
1
2 max

(
0,Ht

i

)
+

(
1
4 + 1

4
wt

i
MHt

i

)
otherwise,

(8.19)

and

Ht
i =

π − 2∠
(
αt

i, γ
t
i

)

π
∈ [−1,1]. (8.20)

Thus, T accounts for the accuracy with which the chassis is aligned towards the
target location, as well as this accuracy in relation to the speed of the wheels
w = wl = wr ∈ [0,M ].

The fitness value of an individual is calculated based on its performance in five
independent trials (see Section 7.1.3). The fitness values have to be maximized.

8.2. Results

The experimental setup has been used in 10 independent evolutionary runs of 300
generations each. This corresponds to 30 000 fitness evaluations per run. In Fig-
ure 8.5, the average and the maximum fitness time histories are presented. Fitness

3During the other control steps the robots are busy assembling or adapting to the current
target location.
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Figure 8.5.: Development of fitness values in 10 evolutionary runs. The bold line at
fitness level 0.5 marks an upper bound to the average performance of
robotic systems in which blind robots do not contribute to transport.

values are in the range [0,1]. Each curve corresponds to the average of the 10 runs.
The bold line at fitness level 0.5 marks an upper bound to the average performance
of robotic systems in which blind robots do not contribute to transport: once a
robot is connected, having its chassis oriented in a random direction and pulling
with maximum speed, the reward the robot receives is 0.5 on average.4

We post-evaluated the µ = 20 best individuals of the final generation of each
evolutionary run on a sample of 200 different test configurations. Thereby, we
measured the distance by which the prey approached the target location. As the
latter changes twice during each trial, we take as performance measure the sum of
the corresponding three distances. For each evolution, we consider the individual
exhibiting the highest average performance as best. We observed that the best
individuals of all evolutionary runs exhibit almost the same performance. The
performance (in cm) of the best individuals is on average 151, the standard deviation
is 7.6. In the following, we focus on the assembly and transport performance of the
best individual.

8.2.1. Quantitative Analysis (Assembly Module)

We evaluate the performance of the rule-based and evolved assembly controllers
in a group transport task with 4, 8, 12, and 16 robots, none of which is blind.
As during evolution, the mass of the prey is proportional to the group size. The

4Q = 1
5
· 1 +

`
1− 1

5

´
3
8

= 0.5 [see Equation (8.14)].
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Figure 8.6.: Performance of the rule-based and evolved assembly modules (paired
with the hand-coded transport module) for groups of N = 4, 8, 12,
and 16 non-blind robots, randomly arranged in a full circle of 50 cm
radius around the center, transporting the prey for 35 seconds (200
observations per box). The mass of the prey (in grams) was chosen
randomly from within the range [200N, 300N ].

transport module is the hand-coded controller. Figure 8.6 plots the distance (in
cm) by which the prey approached the target location in 1600 trials (in total). For
each group size, the evolved assembly controller performs significantly better than
the rule-based assembly controller (two-sided Mann-Whitney tests, 5% significance
level). Moreover, it can be seen that the performance of the evolved controller
scales better with group size. For the rule-based controller, the average distances
(in cm) are 199.6, 174.8, 147.0, and 125.4, respectively for the group sizes 4, 8, 12,
and 16. This is respectively 55.6%, 48.7%, 41.0%, and 34.9% of the upper bound.
The standard deviations are in the range [49.9,59.3]. For the evolved controller, the
average distances (in cm) are 215.6, 214.9, 213.4, and 203.4, respectively for the
group sizes 4, 8, 12, and 16. This is respectively 60.1%, 59.9%, 59.5%, and 56.7%
of the upper bound. The standard deviations are in the range [35.4,43.1]. The
evolved individual accomplishes the group transport with very high reliability: in
each of the 800 cases, the prey approached the targets in total by at least 100 cm.

8.2.2. Scalability (Assembly Module)

We examine the problem of letting groups of 10 to 100 robots self-assemble with
a static prey. The robots are initially placed at random positions and orientations
within a circular area around the prey. We vary the radius of the initial area to
study to what extent the behavior is affected by the density of robots. We define
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the density of robots as the size of the 2-D area covered by the robots divided by
the size of the available 2-D area. The area size covered by a robot (in simulation)
is A = 116 cm2. For each group size we studied densities of 0.050, 0.075, 0.100,
0.125, 0.150, 0.175, and 0.200. We could not study densities much higher than this
as it is impossible to find an initial placement in which the robots may turn on the
spot without collision.5

Figures 8.7 and 8.8 present the percentage of the group that could successfully
connect within a time period of 300 seconds for all group sizes and densities in
200 trials using the rule-based controller and the neural network based controller,
respectively.

In case of the two lowest densities (0.050 and 0.075) the performance for both
controllers reduces drastically with group size. We observed that, at such low
density, some robots did not have visual contact with any teammates or with the
prey. In addition, many robots lost visual contact, since all the teammates left
their neighborhood when approaching red objects. For a swarm of robots to self-
assemble in a situation in which the robot density is particularly low, it could be
of advantage to propagate the presence of the prey using a third color (in addition
to blue and red), and to use a rule set to let the robots form a cluster. However, in
case the robots start from positions in which visual contact might not be present,
the problem of exploration/aggregation has to be addressed.

For all other densities, the neural network based controller has a particularly high
success rate. In contrast, the rule-based controller’s success rate drops considerably
when moving from group size 10 to 20. For increasing group sizes, however, the
performance tends to improve.

We now analyze the relationship between the time needed for a robot to connect
and the group size. We measure the average time for a robot to self-assemble in
a group of 10 to 100 robots for the different densities (200 trials per situation).
Robots that have not established a connection within the predefined timeout of
300 s are not taken into account. We do not consider the densities 0.050 and 0.075,
as the percentage of connected robots is particularly low.

Figure 8.9 (rule-based controller) and Figure 8.10 (neural network based con-
troller) present the average time (over all trials) it took a robot to connect, divided
by the group size and scaled so that the performance for group size 10 equals 1. For
the neural network based controller, the time grows sub-linearly with the group size.
This might be due to the fact that the bigger the structure, the more it provides
surface for potential connections.

5To ensure a minimum gap of about 1 cm, the robots are positioned so that a minimum distance
of 20 cm is present between the centers of any two objects. Let us consider the robots and the
prey as disks of radius r. To pack 11 congruent disks without over-lapping in a unit circle, the
disk radius may not exceed r = 0.2548485 (for a proof see [169]). This packing would result in a

robot density of 10πr2

π−πr2
A

π102 = 0.256. If we consider our additional constraint that one disk (i.e.,
the prey) has to be positioned in the center of the unit circle, the highest possible robot density is
equal or lower than 0.256.
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Figure 8.7.: Rule-based controllers: box-and-whisker plot [15] showing the percent-
age of successful connections during self-assembly in a group of 10 to
100 robots, for different initial densities (200 observations per box).
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Figure 8.8.: Neural network based controller: box-and-whisker plot [15] showing the
percentage of successful connections during self-assembly in a group of
10 to 100 robots, for different initial densities (200 observations per
box).
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Figure 8.9.: Rule-based controller: time complexity (see text for details) for groups
of 10 to 100 robots and different initial densities.
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Figure 8.10.: Neural network based controller: time complexity (see text for details)
for groups of 10 to 100 robots and different initial densities.
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Figure 8.11.: Performance of transport strategies in situations in which NB of a
group of N robots are blind (500 observations per box). For self-
assembly, the hand-coded controller is used.

8.2.3. Quantitative Analysis (Transport Module)

In the following, we evaluate the performance of the evolved neural network con-
troller for the blind robots with respect to a collection of alternative strategies. In
order to avoid any bias towards the evolved controller, we use as assembly mod-
ule the parameterized hand-coded controller with the most successful parameter
set. During transport, non-blind robots are controlled by the standard hand-coded
controller. For the blind robots, we evaluate the performance of four different
strategies:

• S0: blind robots are manually removed from experimentation.

• S1: blind robots stop acting once connected; thus, their actuators do not
move, but they remain connected to the prey.

• S2: blind robots are controlled by the neural network based controller for
blind robots.

• S3: blind robots are manually replaced by fully operational robots which in
turn are controlled by the standard controller for non-blind robots.

Figure 8.11 shows the performance of the transport strategies for those combi-
nations of group size N and number of blind robots NB that were used during
evolution (see Section 8.1.3). The first and the last boxes in each group represent
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the lower and upper bounds, respectively for the performance of transport strate-
gies that let blind robots contribute to the group’s performance. Blind robots are
either artificially removed from the simulation (first box) or replaced by non-blind
ones (last box). Thus, the first and the last boxes in each group display to what
extent respectively N − NB and N non-blind robots have transported the prey
by pulling with maximum speed towards the target location. By looking at the
figure, we observe that in the scenarios in which the percentage of blind robots
is more than 50% (groups 2 and 6 from left to right), N − NB robots are nearly
incapable of moving the prey. The second box in each group (from left to right)
corresponds to the simple strategy that the blind robots do not move. The third
box refers to observations in which the evolved neural network controller has been
used. The performance of this controller outperforms the hand-coded controllers.
The blind robots do not disrupt the performance of the group. On the contrary, the
blind robots make a significant contribution to the group’s performance for every
combination of N and NB (two-sided Mann-Whitney tests, 5% significance level).

8.2.4. Scalability (Transport Module)

So far we have shown that we can control blind robots so that they contribute to
the transport. However, to what extent there is an advantage by using blind robots
seems to depend on the values of the parameters N and NB. Let P(i, j, k) ∈ [0,∞)
be the performance of a group of i robots of which j are blind and whose task is to
transport a prey of mass k ·w (in grams), where w is a constant.6 Given the group
size N and the number of blind robots NB, and P(N, 0, N) > 0, we can define the
relative system performance as

RSP(N, NB) =
P(N, NB, N)
P(N, 0, N)

. (8.21)

In other words, RSP(N,NB) is the ratio between the performance of N robots of
which NB are blind and the performance of N non-blind robots. In addition, we
define the contribution factor of blind robots as

CF(N, NB) =
P(N, NB, N)− P(N −NB, 0, N)
P(N, 0, N)− P(N −NB, 0, N)

, (8.22)

for P(N, 0, N) > P(N −NB, 0, N). In other words, CF(N,NB) is the ratio between
the contribution of NB blind robots and the contribution that NB non-blind robots
would provide if put in the same situation.

Using the distance by which the prey approached the target location on average
in 200 trials as performance measure, Table 8.3 lists the relative system performance
and the contribution factor of blind robots for groups of 4, 8, 12, and 16 robots.
The transport strategy and the assembly strategy are specified by the genotype

6For each trial, k is chosen uniformly random in [200, 300], as it was done during the evolution
of controllers.
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Table 8.3.: Relative system performance RSP(N, NB) (top value) and
contribution factor of blind robots CF(N, NB) (bottom value),
both expressed as percentages, for different group sizes (N)
and different numbers of blind robots (NB). The mass of the
prey is chosen proportional to group size N.

N/NB 0 1 2 3 1
4N 2

4N 3
4N N

4 100.00 80.54 64.53 40.57 80.54 64.53 40.57 0.19

100.00 50.20 57.88 39.14 50.20 57.88 39.14 0.19

8 100.00 93.86 85.01 72.56 85.01 58.91 24.87 -0.43

100.00 60.41 55.66 53.97 55.66 50.93 22.73 -0.43

12 100.00 94.70 89.01 84.48 84.48 56.95 22.09 -0.70

100.00 50.54 46.15 50.45 50.45 48.37 19.14 -0.70

16 100.00 96.90 95.34 91.39 82.88 56.96 20.80 0.10

100.00 51.70 54.29 58.06 40.42 47.41 16.85 0.10

of the best evolved individual. It can be seen that blind robots contribute to the
system’s performance unless all robots are blind (i.e., NB = N , see last column).
In all cases in which no more than half of the robots are blind, the contribution of
the blind robots is 40 to 60% of the contribution non-blind robots would provide
(on average) if put in the same situation.
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9. Discussion

In this third part of the dissertation, we investigated whether self-assembly can
help a system of autonomous robots to accomplish a concrete task—the cooperative
transport of a heavy object called prey. We used a physics-based simulation model,
in which the robots are endowed with connection mechanisms that allow them to
attach to (and detach from) each other and the prey. We presented a comprehensive
study on the use of evolutionary algorithms to produce the collective capabilities
of group transport and self-assembly. The evolved solutions were shown to be
superior to relatively simple hand-coded strategies, and their performance compared
reasonably well with theoretical upper bounds.

In Chapter 6, we evolved neural networks that let a group of two robots perform
a group transport task. The robots had very limited cognitive abilities, they could
neither communicate nor perceive each other directly. The fitness function of the
evolutionary algorithm did neither explicitly reward the robots for self-assembling,
nor did it impose any bias concerning the spatial organization of the robots during
task performance. Nevertheless, in half of the evolutionary runs, the best-rated
neural networks let robots self-assemble. This is a striking result, confirming that
such capability—as in social insects—can provide adaptive value to the group. The
analysis revealed the proximate mechanisms that caused the formation of the self-
assemblages. In particular, two visual cues present in the environment (the prey
and a light source) were exploited by the robots in the formation of assembled
structures. Moreover, as the assemblages were formed by robots facing approxi-
mately in the same (and sometimes the opposite) direction, they were suitable for
the accomplishment of the task (which required all robots to pull/push the prey in
approximately the same direction). This underlines the importance of investigating
self-assembly in the context of its function. When increasing both the group size
and the weight of the prey, the performance decreased. Groups that self-assembled
were still capable of moving the prey. In contrast, groups that did not make use of
self-assembly were incapable of moving the prey, unless the prey size was increased
proportionally.

We also examined the relation between group transport and solitary transport,
with focus on an evolutionary perspective. In fact, we conducted two sets of evolu-
tionary runs to synthesize respectively: (i) neural networks to control robots that
compete at the individual level based on their performance in solitary transport,
and (ii) neural networks to control robots that compete at the level of groups in
their performance in group transport. Networks evolved for solitary transport were
capable of letting robots engage also in group transport (with various degree of
success). Networks evolved in group transport were capable of letting robots en-
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9. Discussion

gage also in solitary transport. However, our results show that group transport
and solitary transport impose different demands on the robot. In fact, robots en-
gaged in group transport benefit from behaving differently from those engaged in
solitary transport. The results support also our intuition that group transport is
more complex than solitary transport. Our study revealed a variety of proximate
mechanisms that can cause coordinated behavior. In particular, we observed that
robots enhance their degree of coordination by physically interacting either directly
or indirectly, that is, via the environment, and by exploiting visual cues of the envi-
ronment. This holds for all networks evolved for group transport, but even for 15%
of the networks evolved for solitary transport. That is, some “solitary individuals”,
when grouped together with a clone, clearly exhibited social behavior (mutual ben-
efit). As a result of this, we hypothesize that group transport in social insects has
evolved from situations in which solitary transporters, without being aware of each
other, cooperatively transported a common prey. To the best of our knowledge,
although plausible, this hypothesis has not been further investigated by biologists.

In Chapter 7, we investigated mechanisms that facilitate the evolution of neural
networks that let robots self-assemble to solve the (transport) task. In particular,
we explicitly rewarded robots to self-assemble into physical structures that are
connected to the prey. Moreover, we provided the robots with additional acting
and cognitive abilities. Compared to the previous setup, the evolutionary runs
required increased effort (in terms of fitness evaluations), which is possibly due
to the increased complexity of the solution search space. One of 10 evolutionary
runs performed yielded individuals of very high performance. The best evolved
controller lets a group of four robots and the prey self-assemble into a single entity
in 89% of the cases. In the group transport of a light (heavy) prey by four robots,
it achieved on average 67.7% (58.0%) of the optimal performance. Fluctuations in
performance were surprisingly low.

In Chapter 8, we studied group transport in heterogeneous teams1 of robots.
Some robots were capable of localizing the target location in transport, while the
others, the blind ones, were not. Blind robots were equipped with stagnation and
force sensors. We exploited the knowledge we had gained in the problem domain
to effectively constrain the solution search space. In particular, the problem was
decomposed into the sub-problems of self-assembly and transport. Each robot was
programmed to signal its state (of being assembled or not), and the robots were
trained to make use of the signals accordingly. This resulted in a positive feedback
mechanism and caused the formation of physical structures that were connected
to the prey (which seeded the assembly process). The structures could attain
dimensions far beyond the robots’ (local) sensing range. Ten out of 10 evolutionary
runs yielded controllers of about equally high performance.

The self-assembly performance of the best controller, was examined for group
sizes up to 100 non-blind robots that were initially scattered randomly with different
densities around a static prey. The controller (a neural network in this case) let

1For a definition of teamwork, see Section 3.2.1.
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the robots self-assemble reliably into a physical structure comprising the prey. The
time for a robot to connect grew on average sub-linearly with the group size.

The transport performance for blind robots was examined in teams of up to
16 (blind and non-blind) robots. Provided that 25% or more robots were able to
localize the target location, having blind robots connected to the structure did not
disrupt the performance of the team. On the contrary, the performance with blind
robots in the team was even superior in performance to the alternative of manually
excluding them. If no more than half of the robots were blind, the contribution of
the blind robots was 40 to 60% of the contribution non-blind robots would provide
(on average) if put in the same situation.

In social insects, self-assembly processes are widely observed. However, to the
best of our knowledge, self-assembly is not relevant for group transport in ants.
Individual limitations might prevent ants from organizing into assemblages moving
by their own propulsion. For this to happen, the ants’ pushing and pulling direc-
tions must be aligned with each other. Ants of the species Pheidole crassinoda,
for example, can alter the orientation of their bodies without releasing their hold
on the prey [232] (see Section 5.1). In this case, however, the ants are directly
manipulating the prey. Ants that are part of an assembled structure have fewer
degrees of mobility. In some species, worker ants seem even to become motionless
as a reaction to being stretched (see [7] and references therein). This could explain
why self-assemblages are virtually non-existing for group transport in ants. In the
robotic study presented in Chapter 6, the robots had also very limited degrees of
mobility. In small groups, however, robots could align their pushing and pulling
directions by self-assembling into a fairly regular structure. In the robotic studies
presented in Chapters 7 and 8, the robots could change their pushing and pulling
directions independently of their orientation within the structure. This capacity
might be a key factor for the design of scalable group transport systems.
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10. Experiments on Flat Terrain

In this fourth part of the dissertation, we report a collection of experiments with the
swarm-bot system (see Section 2.2.3). Thereby, we focus on self-assembly per se.

In this chapter, we examine the ability of the s-bots (i.e., the modules of the
swarm-bot system) to self-assemble when moving on flat terrain. The s-bots are
controlled by the neural network that was evolved in the simulations that used the
most accurate model of the robot (see Chapter 8). This controller proved superior
in performance to a rule-based controller, especially if applied to the control of large
groups of robots (see Sections 8.2.1 and 8.2.2).

The chapter is organized as follows. First, we summarize the implementation
aspects that were involved in the control transfer from simulation to reality (Sec-
tion 10.1). Then, we examine the performance of a single s-bot in approaching and
connecting either with a prey (Section 10.2) or with a teammate (Section 10.3).
Finally, we study self-assembly in groups of 6 to 16 s-bots in situations either with
a prey (Section 10.4) or without a prey (Section 10.5).

10.1. Remarks on Transfer from Simulation to Reality

Algorithm 1 Algorithm for self-assembly
1: activate color ring in blue
2: repeat
3: (i1, i2)← feature extraction (camera)
4: (i3, i4)← sensor readings (proximity)
5: (o1, o2, o3)← neural network (i1, i2, i3, i4)
6: if (o3 > 0.5) ∧ (grasping requirements fulfilled) then
7: close gripper
8: if successfully connected then
9: activate color ring in red

10: halt until timeout reached
11: else
12: open gripper
13: end if
14: end if
15: apply (o1, o2) to traction system
16: until timeout reached

Algorithm 1 describes the controller for self-assembly as it was implemented in
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10. Experiments on Flat Terrain

d1

α

rule conditions i1 i2

1 d1 > Rcoll |α| ≥ 20◦ 0 0

2 Rcoll < d1 ≤ Rmax |α| < 20◦ 1 1

3 d1 ≤ Rcoll 0◦ ≤ α < 45◦ 1 0

4 d1 ≤ Rcoll −45◦ < α < 0◦ 0 1

Figure 10.1.: On the physical s-bot, the perceptual range for detecting red objects
to approach is 45◦ to the left and right side of the s-bot’s front. If
no red block resides in this range, or if an obstacle (a blue block; for
details see next figure) is present, i1 and i2 are set to zero. Otherwise,
(i1, i2) is determined by the rule set above. d1 and α (in degrees)
correspond to the distance of, and the direction to, the closest red
block within the perceptual range. Rmax is a software limit for the
sensing range (∞, in this case). The threshold Rcoll is an estimate of
the minimal distance between the s-bot and another object for which
there is low risk of collision.

simulation (see Chapter 8). During the transfer some of the functions have been
implemented differently on the real s-bot than in simulation. Moreover, we extended
the algorithm by introducing a “recovery move”. In the following the modifications
are detailed:

• To prevent the traction system from being damaged in case the s-bot gets
stuck, we monitor the internal motor torque values. We observed in some
cases, that stagnation may occur if another object collides with the s-bot’s
gripper and prevents the s-bot from moving forward or turning to a side. To
resolve such a situation, we take inspiration from the repositioning behavior
found in group transport of ants of the species Pheidole crassinoda (see also
Section 5.1): we implemented a “recovery move” that lets the s-bot retreat
for about 5 cm with a small lateral displacement. Each time a recovery move
is executed the side of the lateral displacement (i.e., to the left or to the right)
is changed. The procedure is triggered if high torque is present for a sequence
of P = 6 control steps (i.e., approximately 1 s).

• In simulation, the camera model is idealized as we assume that a robot can
perceive the whole body of another robot and of the prey (line 3 of Algo-
rithm 1). For the real s-bot and the prey, however, only parts indicated by
the colored LEDs on the surrounding ring are visible to the camera software.
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10.1. Remarks on Transfer from Simulation to Reality

d2

d1

β

rule conditions i1 i2

1 (d2 < d1) ∧ (d2 ≤ Rcoll) −90◦ < β < 60◦ 0 0

2 (d2 < d1) ∧ (d2 > Rcoll) −25◦ < β < 25◦ 0 0

Figure 10.2.: Rule set defining whether an obstacle is present. If in addition to the
red block at distance d1 there exists a blue block at distance d2 and
with angular displacement β, and if rules 1 or 2 are satisfied, then an
obstacle is present. In this case, i1 and i2 are set to zero. The range
of angles satisfying rule 1 was chosen asymmetric in order to avoid
potential deadlocks between two s-bots approaching the same object
simultaneously.

We employ additional software to extract the corresponding features of the
image. We partition the camera image into small rectangular blocks. For each
block, it is determined if the color red or blue is prevalent. Colored blocks of
the image correspond to different parts of the color ring of an s-bot or of the
prey.

Another difference is that the distance measure is based on the camera im-
age frame (i.e., not in cm). Due to imprecision in, and differences between,
the hardware of different s-bots, it is difficult to estimate the corresponding
distances in the real world. There is no explicit limit for the sensing range.
The software we use to detect colored objects makes it possible to recognize
red (blue) objects up to a distance of 70− 90 cm (35− 50 cm), depending on
which s-bot is used.

Figures 10.1 and 10.2 detail the rules to determine the values of the inputs i1
and i2 of the neural network controller.

• In simulation, the robot establishes a connection only if the small contact
plate of its gripper touches the body of the prey or of a robot having ac-
tivated its LED ring in red. This is referred to as “grasping requirements
fulfilled” in lines 6–7 of Algorithm 1. The small contact plate can only touch
the cylindrical body of another object, if the robot is aligned approximately
perpendicular to the object (see Figure 8.1 on page 90). On the real s-bot,
the contact plate is not implemented. Instead, the “grasping requirements”
are tested using a combination of the s-bot’s sensors (see also Figure 10.1):

– (i1 6= 0) ∨ (i2 6= 0),
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10. Experiments on Flat Terrain

– d1 ≤ Rgrasp,1

– |α| ≤ 30◦,

– no connection attempt failed within the last 18 control steps (i.e., ap-
proximately 3 s).

If these requirements are fulfilled, the gripper optical barrier is used to de-
tect whether an object is present between the two jaws of the gripper (see
Section 2.2.3). If this is the case, the procedure closes the gripper. While
closing, the gripper is slightly moved up and down several times to facilitate
a tight connection. Failures of the connection procedure can be detected by
monitoring the gripper aperture (line 8 of Algorithm 1).

• For the real s-bot, the time of each control step is on average 0.17 s. This is
almost twice as long as in simulation (0.10 s). In addition, the values of the
neural network’s inputs i1 and i2 correspond to an environmental scene that
was captured more than 0.50 s before. This delay is due to the amount of time
required to capture, store, and process the image. To ensure that the s-bot
can react quickly enough to changes in its environment, we had to reduce the
speed of the traction system (line 15 of Algorithm 1). However, depending
on the situation, increased speed values can yield better performance without
loss in quality. Therefore, the maximum speed M is set according to the
following rule:

M =





M1 if (i1 = 0) ∧ (i2 = 0);
M2 if d1 ≤ Rgrasp;
M3 if Rgrasp < d1 ≤ Rcoll;
M4 if d1 > Rcoll.

(10.1)

After some preliminary experimentation, we have chosen the values M1 = 8,
M2 = 5, M3 = 10, and M4 = 20. A value of 20 corresponds to a speed of
approximately 6.5 cm/s of the s-bot.

Once the speed vector has been scaled accordingly, a moving average function
smoothes the speed values over time in order to avoid hardware damage by
potentially oscillating speed settings.

10.2. Autonomous Docking of a Robot to a Prey

We examine the ability of a single s-bot to approach and connect with the prey [see
Figure 10.3(a)]. The prey is equipped with a color ring of the same shape as the
grippable ring of the s-bots. The ring has a diameter of 20 cm and is positioned
0.5 cm higher than the ring of the s-bots. Its color is set to red.

1Rgrasp is an estimate of the maximum distance to an object that can still be grasped.
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10.2. Autonomous Docking of a Robot to a Prey

(a) (b)

Figure 10.3.: A single s-bot self-assembling with (a) an object, called the prey, and
with (b) a teammate.

10.2.1. Experimental Setup

The s-bot is put at a distance d ∈ {25, 50} (in cm) with orientation α = 0◦, 90◦,
180◦, or 270◦ with respect to the prey. The distance is computed between the
centers of the two objects. For each combination of d and α, five repetitions are
carried out, thus in total 40 trials are performed. If the s-bot does not succeed in
establishing a physical connection within 300 s, the trial is stopped.

10.2.2. Results

We repeated the experiment with four different s-bots. In all 160 trials, the s-
bots succeeded in approaching and connecting with the prey. This high reliability
is partly due to the recovery move (see Section 10.1): in 14 cases during this
experiment an s-bot monitored high torque reading values for its traction system,
and launched the recovery move. This usually occurred if the protruding rigid
gripper collided with the prey and prevented the s-bot from further alignment.
Every time this happened, the s-bot was able to detect this stagnation situation
and the simple recovery move allowed the s-bot to approach again the object from
a different direction.

Figure 10.4 plots the observed completion times (in seconds), that is, the total
time elapsed until the s-bot was successfully connected. The average completion
time for the 80 trials with distance 25 cm (50 cm) is 22.6 s (34.9 s).

Note that there were substantial differences in the hardware among the s-bots
(e.g., s-bot 3, 6, and 11 were equipped with a camera different from the one used
by s-bot 13).2

S-bot 6 performed significantly worse than the other s-bots given a starting dis-
tance of 50 cm (see Figure 10.4). We observed that the camera images of s-bot 6

2S-bots are labeled from 1 to 35.
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Figure 10.4.: Self-assembly of a single s-bot with a prey. Box-and-whisker plot [15]
of the completion times (20 observations per box) grouped according
to the s-bot involved and its initial distance from the prey.

were of bad quality when compared to the other s-bots. Therefore, s-bot 6 spo-
radically could not detect the prey at a distance of 50 cm. Nevertheless, s-bot 6
succeeded in all 20 trials to connect starting from this distance. Except for this
single case, the four s-bots exhibit similar performances.

Figure 10.5 shows the same observations grouped according to the s-bot’s initial
orientation and distance with respect to the prey. The neural network causes the
s-bot to turn anti-clockwise if it does not get any input about objects to approach.
This explains the differences in performance for different initial orientations with
respect to the prey.

10.3. Self-Assembly of Two Robots

In this section, we examine the ability of an s-bot to approach and connect to
another, non-moving s-bot; we refer to the latter as teammate [see Figure 10.3(b)].

10.3.1. Experimental Setup

The teammate does not move and it activates its color ring in red. Initially, the
s-bot is put at a distance of 50 cm heading in the direction of its teammate. The
distance is computed between the centers of the two s-bots. If the s-bot does not
succeed in establishing a physical connection within 300 s, the trial is stopped.

Unlike the problem of approaching and connecting with the cylindrical prey, the
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Figure 10.5.: Self-assembly of a single s-bot with a prey. Box-and-whisker plot [15]
of the completion times (20 observations per box) grouped according
to the s-bot’s initial orientation and distance with respect to the prey.

performance in approaching and connecting with a teammate depends on the rela-
tive angle of approach. We do not consider approaching angles for which the two
s-bots are heading directly towards each other (with their connection mechanisms
to the front). Such situation was not present in the (evolutionary) design phase in
which controllers were assessed for approaching and grasping the prey or already
connected s-bots. One attempt to handle the new situation could be to modify
the recovery move (see Section 10.1) so that it ensures a big, irregular lateral dis-
placement before the object is approached for another time. Another possibility is
to prevent other s-bots from approaching a red s-bot within the critical range of
angles (for more details see Section 10.5).

We focus on the approaching angles α ∈ {0◦, 60◦, 120◦}, where 0◦ corresponds
to the target s-bot’s tail (see Figure 10.6). The approaching angle 60◦ is of special
interest, since at this angle a vertical pillar is mounted on the s-bot, which makes
it impossible to grasp the ring.

10.3.2. Results

For each approaching angle, 20 trials were performed with s-bot 3. In all 60 trials,
the s-bot successfully connected. A recovery move was launched six times; in each
case the approaching angle was 60◦ and the s-bot’s gripper collided with the pillar
of the target s-bot. Due to the cylindrical shape of the pillar, the gripper often slid
to the left or the right side and could eventually grasp the ring.

Figure 10.7 plots the observed completion times (in seconds). The average com-
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(a) (b) (c)

Figure 10.6.: Illustration of angles in which the static teammate is approached in
the two s-bot experiments: (a) 0◦, (b) 60◦, and (c) 120◦.
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Figure 10.7.: Self-assembly of an s-bot with a teammate. Box-and-whisker plot [15]
of the completion times (20 observations per box).
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(a) (b)

Figure 10.8.: Self-assembly of six s-bots with the prey: (a) initial configuration, and
(b) final configuration in a typical trial.

pletion times for the 20 trials with approaching angle 0◦, 60◦, and 120◦ (and initial
distance 50 cm) are 17.9, 26.4, and 17.9 s, respectively.

10.4. Self-Assembly of a Group of Six Robots and a Prey

So far, we have studied situations in which a single s-bot is approaching a single
object for grasping. In this section, we assess the performance of a group of six
s-bots that self-assemble with each other and a prey.

10.4.1. Experimental Setup

The process is seeded by the prey. Each s-bot is driven by an identical controller.
This is the same controller as used in the one s-bot experiments.

At the beginning of each trial, the six s-bots are placed at arbitrary positions3 and
orientations inside a circle of radius 70 cm around the prey. To favor interactions
among the s-bots, we limited their initial positions to a 90◦ segment of the circle.
The same density could be obtained by putting a swarm of 24 s-bots inside a full
circle of the same radius. Figure 10.8 shows the initial and the final configurations
in one typical trial. If the s-bots do not succeed within 600 s, the trial is stopped.

10.4.2. Results

Figure 10.9 shows a bar plot of the 34 trials performed. The pattern of each bar
indicates the number of s-bots that could successfully connect within the time

3As in simulation, the s-bots are positioned in such a way that there is a minimum distance of
20 cm between the centers of any two objects. This allows all s-bots to turn on the spot with no
collision of their gripper elements.
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Figure 10.9.: Self-assembly of six s-bots with a prey (34 repetitions).

frame. The height of the bar represents the number of elapsed seconds until the
last s-bot completed connection.

In total, 199 times an s-bot succeeded in establishing a connection, while only
5 times an s-bot failed. At the end of 30 out of 34 trials, all seven objects were
physically connected; on average this took 96.4 s.

10.5. Self-Assembly of a Group of 16 Robots

In this section, we assess the performance of a group of 16 s-bots to self-assemble.

10.5.1. Experimental Setup

One s-bot acts as a seed, as after 5 seconds it stops moving and activates a pattern
on its LED ring: the two LEDs in the front are set to blue, while the remaining
six LEDs are set to red. In this way, it attracts teammates to approach from any
direction other than the front.4

The s-bot acting as a seed is put in the center of a circle of radius 50 cm. 15
additional s-bots are placed at arbitrary positions and orientations within the same
circle. The s-bots are positioned so that each s-bot can rotate on the spot without
colliding with a teammate (i.e., we ensure a minimum distance of 20 cm between
the centers of any two s-bots).

4In fact, in its front, the s-bot is unable to passively receive connections from other s-bots due
to the location of its own gripper mechanism.
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(a) (b)

Figure 10.10.: Self-assembly of 16 physical s-bots put in a circle of radius 50 cm.
Trial 12: (a) after 23 s and (b) after 108 s.

10.5.2. Results

We repeated the experiment 12 times. Figure 10.10 shows a typical trial. In all
but one case, all 16 s-bots successfully assembled to each other. In one case a
single s-bot entered the connection state without being connected, and another s-
bot connected with it; the other 14 s-bots connected with each other. Thus, in
total, 190 out of 192 times an s-bot succeeded in task completion.

Figure 10.11 details the connection time at which the ith s-bot (i = 2, 3, 4, . . . , 16)
connected. On average it took 118.7 s to self-assemble all 16 s-bots into a single
physical entity. The fastest trial lasted 59.3 s.
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Figure 10.11.: Self-assembly of 16 physical s-bots. Box-and-whisker plot [15] show-
ing the time at which the ith s-bot connected (observations from the
11 out of 12 trials in which all 16 s-bots successfully self-assembled).
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11. Experiments on Rough Terrain

The s-bot was designed to perform tasks under rough terrain conditions. However,
the neural network, which is the main part of our controller, was evolved controlling
s-bots on flat terrain (see Chapter 8).

In this chapter, we study to what extent the behavior of the robots is disrupted
when operating on uneven terrain. We consider two types of rough terrain (see
Figure 11.1). Both terrain types are unnavigable for most standard wheeled robots
of a similar size. The first terrain type (here referred to as moderately rough terrain)
has a surface with a regular structure. The second terrain type (here referred to
as very rough terrain) consists of white plaster bricks providing a very rough, non-
uniform surface.

In Section 11.1, we examine the performance of a single s-bot approaching and
connecting with a prey. In Section 11.2, we study groups of six s-bots self-assembling
with each other and a prey.

11.1. Autonomous Docking of a Robot to a Prey

In this section, we examine the ability of a single s-bot to approach and connect
with the prey.

(a) (b)

Figure 11.1.: Types of rough terrain: (a) moderately rough terrain and (b) very
rough terrain.
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Figure 11.2.: Self-assembly of one s-bot with a prey. Box-and-whisker plot [15]
of the completion times on flat terrain (20 observations per box),
moderately rough terrain (20 observations per box), and very rough
terrain (19 observations per box).

11.1.1. Experimental Setup

Except for the difference in the terrain, the experimental setup and the control are
kept unchanged (see Section 10.2).

11.1.2. Results

Figure 11.2 shows the performance of s-bot 13 for the different types of terrain. For
each terrain, 40 trials were performed. In the 80 trials on the flat terrain and the
moderately rough terrain the s-bot successfully connected to the prey. On the very
rough terrain, the s-bot failed once for both initial distances (25 cm and 50 cm). In
the other 38 trials, the s-bot successfully connected with the prey.

We observed that on the very rough terrain the s-bots often launched the recovery
move during the approach phase. The roughness of the terrain caused a high torque
on the traction system during navigation. Thus, the mechanism to detect stagnation
was erroneously activated. During the recovery move, the s-bot moves backwards
without recognizing obstacles. In the two cases in which the s-bot failed to complete
the task, it got stuck with its back colliding with the prey. A refined version of the
controller, which takes obstacles into account during recovery, is introduced in the
following section.
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Figure 11.3.: Self-assembly of six s-bots with a prey on the moderately rough ter-
rain (20 repetitions).

11.2. Self-Assembly of a Group of Six Robots and a Prey

In this section, we assess the performance of a group of six s-bots that self-assemble
with each other and a prey.

11.2.1. Experimental Setup

Except for the difference in the terrain (see Figure 11.1), the experimental setup
is identical to the one described in Section 10.4. In case of the moderately rough
terrain the controller is kept unchanged. For the very rough terrain the original
control induced disruptive behavior in the s-bots. The s-bots often collided and
sometimes even toppled down. As discussed in the previous section, we observed
that the mechanism to detect stagnation and to launch the recovery move was too
sensitive. In addition, during recovery s-bots risked collision with other objects.
Therefore, we doubled the threshold P of our control (see Section 10.1) so that the
recovery move is executed only if the torque remains high for 12 subsequent control
steps (i.e., approximately 2 s). In addition, the four rear facing proximity sensors
are monitored during the recovery move, and if a certain threshold is exceeded, the
s-bot stops moving backwards. Last but not least we changed the speed parameters
(M1,M2,M3,M4) from (8, 5, 10, 20) to (10, 8, 10, 20) (see Section 10.1).
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Figure 11.4.: Self-assembly of six s-bots with a prey on the very rough terrain (20
repetitions).

11.2.2. Results

Figure 11.3 shows the results obtained in 20 trials on the moderately rough terrain.
In total, 120 times an s-bot was controlled in this experiment. In 118 cases the
s-bot successfully connected.

Figure 11.4 shows the results obtained in 20 trials on the very rough terrain. In 12
out of 20 trials, all six s-bots connected with the prey. In total, 120 times an s-bot
was controlled in order to establish a connection, and in 109 cases it succeeded.

Table 11.1 summarizes the results obtained for the experiments with one s-bot
(number 13) and a prey, and those with six s-bots and a prey, for the three different
types of terrain. Overall, the reliability of the algorithm which was designed to
control s-bots on flat terrain is not affected by the roughness of the moderately
rough terrain. However, 40% additional time is required (comparing the median
values) to connect all seven objects. Even on the very rough terrain, a single s-bot
connected in 95% of the cases. Being part of a group of size six, a single s-bot,
controlled by the modified controller, connected still in more than 90% of the cases.

The few failures that occurred were mainly due to visual misperceptions of the
presence and/or angular positions of other objects. On the very rough terrain,
s-bots also failed to align with their teammates and therefore could not connect.
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11.2. Self-Assembly of a Group of Six Robots and a Prey

Table 11.1.: Summary of results on self-assembly obtained for the experiments with
one s-bot (number 13) and a prey, and those with six s-bots and a prey.
Notation: N (group size), D (initial distance in cm), C (percentage of
connections), T (median group completion time in s; only trials with
N connections). Each configuration was tested at least 20 times (see
text for details). Values marked with the *-symbol were obtained with
the modified controller.

N D flat terrain moderately rough t. very rough terrain

C T C T C T

1 25 100.00 18.0 100.00 29.7 95.00 24.9

1 50 100.00 28.7 100.00 36.9 95.00 71.3

6 < 70 97.55 86.7 98.33 121.2 90.83∗ 115.4∗
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12. Experiments with a Different
Modular Robotic Platform

Up to now, a variety of systems comprising self-propelled component modules have
proven capable of self-assembly (see Table 4.6 on page 50). In each case, ad hoc
control algorithms have been developed. The aim of this chapter is to investigate if
our control algorithm for self-assembly can be ported from the swarm-bot platform
to a different modular robotic platform (i.e., a super-mechano colony system (SMC);
see Section 4.3.5). Although there are substantial differences between the two
robotic platforms, we try to qualitatively reproduce the functionality of the source
platform on the target platform, so that the transfer neither requires modifications
in the hardware nor an extensive redesign of the control.

We first detail the hardware of the target platform and describe the transfer of the
control policy (Section 12.1). Then, we present a collection of experiments to study
the performance and reliability of an SMC robot in approaching and connecting
with a teammate (Section 12.2). Finally, we investigate mechanisms to achieve
scalability and to trigger the formation of distinct patterns with groups of four
SMC robots (Section 12.3).

12.1. Remarks on Transfer from Swarm-Bot to
Super-Mechano Colony

Super-mechano colony (SMC) is a modular robotic concept composed of a parent
unit and several child robots attached to it (see Section 4.3.5). Child robots are an
integral part of the system’s locomotion. In addition, the child robots are mobile
robots that can disband to accomplish separate, autonomous missions. Further-
more, child robots have the potential to connect to each other. Figure 12.1(a)
shows the physical implementation of a child robot of an SMC system [49]. The
robot has a diameter of 26 cm, a total height of 51 cm and weighs 11 kg.

The child robot has five DOF, including two DOF for the traction system, one
DOF to rotate the robots’ upper part with respect to the lower part, one DOF for
elevating a manipulation arm (located in what we define to be the robot’s front),
and one DOF to open and close a gripper that is attached to the manipulation arm.
The traction system consists of two active wheels on the left and the right side, and
two passive wheels in the front and the back. Each child robot is equipped with a
coupling cylinder in its back that allows for receiving connections from a teammate
[see Figure 12.1(b)].
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12. Experiments with a Different Modular Robotic Platform

(a) (b)

Figure 12.1.: Super-mechano colony: (c) a child robot (top view) and (d) two child
robots connecting to each other.

A directional VGA stereo vision system is mounted on top of the robot. An
additional camera is attached to the manipulation arm. The vision system can
detect the relative position of the mark attached to the top of the coupling cylinder
of another robot. The control is executed on an on-board Intel Pentium MMX
computer running a Microsoft Windows operating system at 233 MHz. A battery
provides full autonomy. In the experiments presented in this section we used an
external power supply instead.

Algorithm 1 (see page 113) describes the controller for self-assembly with the
source platform, the swarm-bot (see Section 10.1 for modifications made during the
transfer from simulation). In the following, we explain how the sensing and acting
functions of the source platform were realized on the target platform so that the
basic algorithm could be ported without any change. Some functions (e.g., “neural
network”) remained identical (except for the time required for processing). Many
other functions (e.g., “apply (o1, o2) to traction system”) could be transferred with
minor modifications (e.g., by scaling the speed values to an appropriate range). In
the following, we detail those functions which required a different implementation
on the target platform to qualitatively reproduce the original function of the source
platform:

• “recovery move”: on the s-bot, the recovery move is triggered if high torque
is present for a sequence of six control steps (i.e., approximately 1 s). For the
SMC child robot, we use the camera vision system instead. If there is the
risk that the left side of the manipulation arm collides with another robot,
the recovery move is executed.1

1Note that the neural network lets the robot approach the object either straight, or by turning
anti-clockwise. If the right side of the manipulation arm collides with the object, the neural network
lets the robot retreat as a result of the high reading values from the front-right proximity sensor.
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12.2. Self-Assembly of Two Robots

(a) (b)

Figure 12.2.: Self-assembly of two robots: influence of the initial orientation of the
approaching robot. Examples of (a) initial and (b) final configura-
tions.

• “sensor readings (proximity)”: as the target platform is not equipped with
proximity sensors, we mimic virtual proximity sensors heading in the front-
left and front-right directions by making use of the vision system. The reading
values of the virtual sensors are computed based on the relative position to
other robots.

• “grasping requirements fulfilled”, “successfully connected”: to test if the
grasping requirements are fulfilled, the stereo vision system is used. The
system allows for computing the relative position of the coupling cylinder.
Consequently, no additional tests must be performed to validate the connec-
tion.

• “activate color ring”: as the current prototype of the SMC system is not
equipped with communication mechanisms other than wireless network, the
robots do not signal their connection state. Therefore, each robot can receive
connections at any time.

12.2. Self-Assembly of Two Robots

We conducted a series of experiments to examine the ability of a robot to approach
and connect with a passive teammate. In all experiments, the robot is driven by
the same controller.

12.2.1. Experimental Setup I (Initial Orientation)

The experimental setup is illustrated in Figure 12.2. The two robots have identical
hardware. The approaching robot is placed at a distance of 100 cm and orientation
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Figure 12.3.: Self-assembly of two robots, influence of the initial orientation of the
approaching robot. Box-and-whisker plot [15] of the completion times
(in s) grouped according to the initial orientation of the approaching
robot (39 observations in total).

α with respect to its teammate. The latter is oriented so that its back with the
coupling cylinder is heading towards the approaching robot. For each initial ori-
entation α ∈ {0◦, 90◦, 180◦, 270◦}, 10 repetitions are carried out, thus in total 40
trials are performed. If the robots have not established a connection within 300 s,
the trial is stopped.

12.2.2. Results I

In 39 out of 40 cases, the robots self-assembled successfully. Figure 12.3 shows the
observed completion times (in s). If no robot to approach is perceived, the neural
network controller lets the robot turn anti-clockwise. This explains the differences
in performance. Overall, it seems that the success rate does not depend on the
initial orientation of the approaching robot.

12.2.3. Experimental Setup II (Approaching Angle)

We examine the ability of a single robot to connect with a passive teammate when
approaching it from different angles (see Figure 12.4). Due to the mechanical de-
sign, the robot cannot connect with the coupling cylinder of the teammate from
every angle. In fact, if the angular mismatch between the orientations of the two
robots exceeds 85◦, it is impossible to establish a connection. Therefore, potential
approaching angles for a successful grasp are limited to the range [−85◦, 85◦]. For
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(a) (b)

Figure 12.4.: Self-assembly of two robots: influence of the approaching angle. Ex-
amples of (a) initial and (b) final configurations.

approaching angles in the range [−45◦, 45◦], there should be no difference in the
performance as the jaws of the gripper element are not likely to collide with the
body of the teammate. The bigger the angular deviation, the more difficult gets
the task. We study the approaching angles α ∈ {−75◦,−45◦, 0◦, 45◦, 75◦}. Initially,
the approaching robot is oriented towards the teammate. For each angle, 10 repe-
titions are carried out, thus in total 50 trials are performed. If the robots have not
established a connection within 300 s, the trial is stopped.

12.2.4. Results II

In all 50 cases, the robots self-assembled correctly. Figure 12.5 shows the observed
completion times (in s). The fluctuations in performance are surprisingly low: all
completion times are in the range [50, 63].

12.2.5. Experimental Setup III (Difficult Starting Positions)

We examine the ability of two robots to self-assemble when their starting position
and orientation are such that self-assembly is particularly difficult. To create such
a situation, we take two robots forming a linear, connected chain and we generate
the start positions from this situation via a translation of the grasping robot for
10 cm to either the left or the right side. These start positions oblige the grasping
robots to turn away or retreat before approaching the target. In fact, aligning the
robot on the spot in the direction of the target would result in a collision between
one side of the manipulation arm and the coupling cylinder.

12.2.6. Results III

The robots self-assembled correctly in both situations. Figures 12.6(a) and 12.6(b)
show the corresponding sensor readings and actuator commands as monitored at
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Figure 12.5.: Self-assembly of two robots; influence of the approaching angle. Box-
and-whisker plot [15] of the completion times (in s) grouped according
to the approaching angle (50 observations in total).
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Figure 12.6.: Sensor readings and actuator commands over time (in s) for the two
difficult initial arrangements: translation of the approaching robot (a)
to the left and (b) to the right.
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(a) (b)

Figure 12.7.: A group of four robots self-assembling: (a) initial configuration and
(b) final configuration reached after 475 s. In this experiment, the
robot on the right acts as a seed to the process. Once a robot has
established a connection, a visual mark is manually attached to the
coupling cylinder at its back.

the end of each control cycle for the whole duration of the trial. In the first case [see
Figure 12.6(a)], the entire situation was handled by the neural network that caused
the robot to retreat. In the second case [see Figure 12.6(b)], instead, a recovery
move was launched during three control cycles (at time 0, 2, and 7 s).

12.3. Self-Assembly and Pattern Formation in a Group of
Four Robots

In this section, we address the problem of scalability. To enable tens or more SMC
child robots to self-assemble, we believe that it is beneficial if each robot can sig-
nal whether it is connected or not (as it is the case on the swarm-bot platform).
Although it is possible to mimic such a function using the existing actuators of
the target platform, it might be more appropriate to equip the robot with a com-
munication mechanism (e.g., a controllable LED). To illustrate the use of such a
mechanism, we conducted a preliminary set of experiments. Figure 12.7 shows a
group of four robots self-assembling. In this experiment, the (visual) marks on the
top of the coupling cylinder of each robot were attached manually as soon as the
robot established a connection.

In a second experiment, we adjusted the type of visual mark of the robot seeding
the process prior to experimentation. It was shown that depending on the visual
mark present, distinct patterns emerged (see Figure 12.8). It was possible to control
the number of robots connecting to the seed robot.
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(a) (b) (c)

Figure 12.8.: Pattern formation: a group of four robots self-assembles starting from
a specific initial arrangement, as shown in (a). Depending on the type
of visual mark of the robot seeding the process (i.e., the robot on the
right side in the figures), different patterns emerge. The final con-
figurations shown in (b) and (c) were reached after 102 s and 207 s,
respectively. During the experiments, there was no human interven-
tion.
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13. Discussion

In this fourth part of the dissertation, we presented a comprehensive study of the
problem of self-assembly. In Chapter 10, we have demonstrated the ability of mod-
ules of the swarm-bot platform (i.e., the s-bots) to self-assemble under a variety of
conditions. The reliability and the performance in each experiment can be judged
by quantitative results. In 100% of the 220 cases, a single s-bot, controlled to con-
nect with a non-moving object (i.e., a stationary teammate or a prey), successfully
connected. In 98% of the 204 cases, an s-bot, engaged in a group experiment (with
six s-bots and a prey seeding the process), successfully connected. Moreover, we
have shown that the system is scalable, that is, our controller is capable of letting
large groups of s-bots self-assemble into a single entity as experimentally verified
with groups of 16 physical s-bots (one of which seeded the process).

In Chapter 11, we examined self-assembly on two different types of rough terrain.
Both terrain types were unnavigable for most standard wheeled robots of a similar
size. The first terrain type had a surface with a regular structure. Experiments
on this terrain type showed no loss in reliability. The second terrain type had an
irregular surface, and in more than 90% of the 120 cases, an s-bot, engaged in
a group experiment (with six s-bots and a prey seeding the process), successfully
established a connection.

In Chapter 12, we have shown that the self-assembly algorithm which we devel-
oped for the swarm-bot system can be ported to a different modular robotic plat-
form (i.e., a super-mechano colony system). A set of experiments demonstrated
the validity of the approach. A group of two modules self-assembled reliably—in
91 out of 92 trials the modules correctly established a connection. The transfer
did neither require modifications in the hardware nor an extensive redesign of the
control. This suggests that the control algorithm is based on some generic prin-
ciples for the design of self-assembling systems. Finally, we studied mechanisms
to control the patterns that are formed by autonomous self-assembly. Depending
on the type of visual mark of the module seeding the process, different patterns
emerged. Such a mechanism had also been employed in the experiment in which 16
s-bots self-assembled (see Section 10.5), to let the s-bots approach each other from
any direction other than the front.

Decisive Design Choices

In view of the very successful results, the swarm-bot system qualifies as the current
state of the art in autonomous self-assembly. We believe that this success can be
attributed to the following critical choices made during the system design:
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Mobility

The traction system was designed so that the s-bot is equipped with very good
steering abilities (due to the external wheels). At the same time it allows for good
all-terrain navigation (due to the tracks). This facilitates approaching a teammate
to establish a connection on flat and rough terrain.

Connection Mechanism

The s-bot can receive connections on more than two thirds of its perimeter. More-
over, the connection mechanism is designed so that it does not require a specific
and accurate alignment of the two s-bots during approach. This property, together
with the mobility of the s-bot, is a crucial factor for the design of robotic systems
capable of self-assembling on rough terrain.

Complex Individuals

The s-bot is equipped with a variety of complex sensors that guide it during (i) the
approach of red objects, (ii) the avoidance of blue objects, and (iii) the connection
phase. To some extent, the sensory system also indicates the presence of failures
(e.g., in the connection). To preprocess data provided by the sensors, the s-bot is
equipped with a considerable amount of computational resources.

The s-bots might, given the current state of the art in mechatronics, currently be
considered complex artefacts. However, when compared to social insects that self-
assemble, the s-bot can be considered as simple. We believe that, in the medium
term, the use of relatively complex modules and robots is unavoidable in order
to achieve tasks of increasing complexity in the domain of self-reconfigurable and
collective robotics.

Simple Collective Rules

Despite the complexity of the s-bots, their behavior and the interactions among
them can often be modeled by simple rules. In our control algorithm for self-
assembly, for instance, the main part was a simple, reactive neural network with 15
connection weights. Nevertheless, the controller proved fairly robust with respect
to changes in the s-bots’ initial placements, in the terrain type, and even in the
robotic platform. Moreover, the use of sensory feedback was limited to a small set
of input variables that seemed indispensable to perform the task. In general, this
approach enhances the applicability of controllers to different robotic platforms,
which potentially provide fewer abilities. In our study, for instance, even though
the s-bot has an omni-direction view of the scene, it was sufficient to provide the
controller only with information concerning objects in the module’s front. This in
turn facilitated the transfer of the controller to the super-mechano colony system,
which is provided with directional vision only.
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Scalability

The control is decentralized and homogeneous, that is, the group members have
identical control. The s-bots are fully autonomous. They make use only of local
sensing and acting abilities—no global communication channel exists. Due to these
properties, the controller can, in principle, be applied to robotic swarms of any
(finite) size.

However, these properties by themselves do not ensure that the performance
scales well with group size. To improve scalability for our particular task, we in-
troduced a simple binary communication mechanism which allowed s-bots to signal
whether or not they were connected. This simple mechanism governed the process
of attraction and repulsion, and allowed for the progressive construction of (global)
connection patterns of dimensions far beyond the s-bot’s (local) sensing range.
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14. Experiments with Pre-Assembled,
Homogeneous Groups of Robots

In this fifth part of the dissertation, we report on a series of experimental works on
cooperative transport with the swarm-bot system.

In this chapter, we examine the ability of a homogeneous group of non-blind s-
bots to transport heavy prey towards a target location. We consider the situation
that the s-bots are physically connected to each other and with the prey from the
beginning of the trial. They have no knowledge about their relative positions. We
use the controller for the non-blind s-bots that was introduced in Chapter 8.

The chapter is organized as follows. First we summarize the implementation
aspects that were involved in the control transfer (Section 14.1). Then, we study
cooperative transport by a homogeneous group of non-blind s-bots on flat terrain
(Section 14.2). We analyze the impact of the s-bots’ spatial arrangement as well
as of frictional forces on the performance of the system. Finally, we study group
transport on rough terrain (Section 14.3).

14.1. Remarks on Transfer from Simulation to Reality

Algorithm 2 describes the controller for the non-blind s-bots, that is, the s-
bots capable of perceiving the target location (i.e., a light source). The algorithm
implements the same principle as in simulation (see Section 8.1.2): while its turret
is connected to another object (e.g., the prey), the s-bot orients its chassis towards
the light source and moves as fast as possible. In the following the implementation
is detailed.

During the transport, the s-bot monitors the magnitude of the torque acting on
its traction system and on the turret (see lines 4–5 of Algorithm 2). If the torque
reading values exceed a certain threshold, there is stagnation. In this case, a short
recovery move is performed to prevent the hardware from being damaged.

The transport module uses the camera vision system to detect the direction of
the light source with respect to the s-bot’s heading. By adjusting the orientation
of the chassis with respect to the s-bot’s heading (i.e., the orientation of the tur-
ret) the controller sets the direction of motion accordingly. The realignment of the
chassis is supported by the motion of the traction system (see lines 7–11 of Algo-
rithm 2). We implemented two different types of realignment referred to as “hard”
and “soft” alignment. The hard alignment makes the s-bot turn on the spot. The
soft alignment makes the s-bot turn while moving forward. The hard alignment is
executed if there is risk of stagnation. This is the case, for instance, if the angular
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Algorithm 2 Controller for non-blind s-bots
1: repeat
2: α← compute target direction (camera)
3: M ←Mmax

4: if (stagnation) then
5: execute recovery move
6: else
7: if (risk of stagnation) then
8: hard alignment (α)
9: else

10: soft alignment (α) and forward motion (M)
11: end if
12: end if
13: until timeout reached

mismatch between the current and the desired orientation of the chassis exceeds
a certain threshold. Or, if stagnation occurred within the last control steps. The
parameter Mmax is the maximum speed we set to an s-bot’s traction system.

As in case of the controller for self-assembly (see Section 10.1) we use a moving
average function to smooth the speed values applied to the traction system over
time. Moreover, we use a moving average function to improve the estimate of the
direction of the light source.

14.2. Group Transport on Flat Terrain

In this section, we evaluate the transport performance of the swarm-bot system on
flat terrain.

14.2.1. Experimental Setup

We study the transport of a prey by a homogeneous group of 1–3 physical s-bots.
The prey has a mass of 813 g. It has to be transported by pulling/pushing it towards
a target (i.e., a light source). Prey and target are placed at the opposite sides of
an arena. The initial distance between the prey and the target is 250 cm.

The s-bots are manually connected to the prey from the beginning. An s-bot can
connect either directly to the prey or indirectly, by becoming part of a modular
robot that is connected to the prey. We studied 16 distinct spatial arrangements,
A0, A1,. . . , A15, as illustrated in Figures 14.1 and 14.2. All arrangements ensure
that at the beginning of a trial, the target is visible for each s-bot.1 The s-bots do

1When we carried out this particular experiment, the s-bot camera device driver was not yet
available. Instead, we used the proximity sensors to detect the target direction. Contrary to the
omni-directional camera, the proximity sensors cannot perceive the target location if an s-bot is
located in between. In the experiments described in all other sections, the camera was used instead.
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A2A0
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Figure 14.1.: Experimental setup. A prey has to be transported by pulling/pushing
it, towards a target (to the right side, not shown). The physical s-bots
are manually attached to the prey in one of the spatial arrangements
illustrated in the figure. In each arrangement, every s-bot has visual
contact with the target.

Figure 14.2.: Example of spatial arrangement with two s-bots and the prey (referred
to as A5 in Figure 14.1).
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Table 14.1.: Friction coefficients for the terrains T0 and T1 (used in experiments
reported in this section), and for the terrain T2 (used in experiments
reported in Section 14.3).

prey s-bot (lateral) s-bot (longitudinal)

terrain T0 0.46 0.57 0.58

terrain T1 0.41 1.30 1.80

terrain T2 0.38 0.53 0.59

not have any knowledge about their spatial arrangement.
We examine the performance of the system on two different terrains (T0 and

T1). Both terrains are flat, the friction coefficients are listed in Table 14.1. We
consider the friction coefficients for terrain T0 as moderate. For terrain T1, however,
horizontal forces manually applied to a non-moving s-bot cause the s-bot either to
topple down or to displace by a sequence of irregular movements. Therefore, we
consider terrain T1 as a very difficult test-bed for studying locomotion and transport
with groups of connected s-bots.

14.2.2. Results

In total more than 500 trials were performed to evaluate the performance of the
swarm-bot system on the terrains T0 and T1. Each trial lasts 15 s. Our performance
metric is the difference between the distance from the prey to the target location
at the start of the trial and the distance from the prey to the target location at the
end of the trial.

To evaluate the performance of the transport groups, we compare it with an upper
bound. During transport, the prey can not move faster than the maximum speed
of an s-bot without any load. An s-bot moving straight and at maximum speed
(Mmax) covers about 232 cm in 15 s. The upper bound of the transport performance
is not tight as it does not take the prey into account; the transport performance
depends on the characteristics of the prey (e.g., friction coefficient and mass). We
also measured the transport performance of a linear chain of either one or two s-
bots when pulling the prey backwards at maximum speed. In this case, the robots
use an open loop control, that is, the controller does not use any feedback from the
environment. On terrain T0 an s-bot achieves about 8 cm within 15 s. A chain of
two s-bots achieves 210 cm in the same time period. The latter distance is 91% of
the theoretical upper bound, and thus near the optimal performance.

Figure 14.3 plots the distance (normalized by the upper bound, that is, 232 cm)
by which the prey approached the target. The white boxes refer to the transport
performance of groups of 1 to 3 s-bots on terrain T0. In all trials, one s-bot alone
was nearly incapable of moving the prey. On the contrary, two and three s-bots
have transported the prey during each of the 90 trials for more than 60 cm. The
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14.2. Group Transport on Flat Terrain
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Figure 14.3.: Box-and-whisker plot [15] showing the observed distances (normalized
to the range [0,1] by an upper bound, see text) by which the prey
approached the target during the time period of 15 s. Observations
are grouped according to the number of s-bots and the type of terrain
used. Number of observations per box (from the left to the right): 42,
75, 90, 120, 105, and 105.

average distance (in cm) the prey was moved by a group of 1, 2, and 3 s-bots is
respectively 8.1, 135.9, and 143.0. This is respectively 3.5%, 58.6%, and 61.6% of
the upper bound. The corresponding standard deviations are 3.5, 30.5, and 29.0,
respectively.

The gray boxes in Figure 14.3 refer to the transport performance of groups of 1
to 3 s-bots on terrain T1. Due to the better grip the traction system has on terrain
T1, a single s-bot itself is already capable of transporting the prey. Nevertheless,
for the group sizes 2 and 3 the system performs significantly better on terrain
T0 (Mann-Whitney tests, 5% significance level)—even though the magnitude of
the force necessary to move the prey is slightly bigger than for terrain T1 (see
Table 14.1). The average distance (in cm) the prey was moved by a group of 1,
2, and 3 s-bots is respectively 78.5, 117.3, and 107.9. This is respectively 33.9%,
50.6%, and 46.5% of the upper bound. The corresponding standard deviations are
34.5, 34.4, and 36.5, respectively.

As discussed previously, the task can be solved near optimally by two s-bots. For
terrain T0, the performance for group size 3 is better, but not significantly, than the
performance for group size 2. For terrain T1, the performance is significantly better
for group size 2 than for group size 1 or 3 (Mann-Whitney tests, 5% significance
level). From the friction coefficients reported in Table 14.1 we can see that the
traction system of the s-bot slides more easily on terrain T0 than it does on terrain
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Figure 14.4.: Box-and-whisker plot [15] showing the observed distances (in cm) by
which the prey approached the target during the test period of 15 s.
Observations of three s-bot experiments grouped according to the spa-
tial arrangement used (see Figure 14.1). Each box comprises 15 ob-
servations.

T1. Therefore, any misalignment of the s-bots’ traction systems within a group is
expected to cause less problems such as stagnation for terrain T0 when compared
to terrain T1.

In the following we examine the results for groups of three s-bots in more detail.
The box-and-whisker plot shown in Figure 14.4 groups observations belonging to
the same spatial arrangement. The white boxes refer to trials performed on terrain
T0, while the gray ones refer to trials performed on terrain T1. For each spatial
arrangement, the performance on terrain T0 is significantly better than the perfor-
mance on terrain T1 (Mann-Whitney tests, 5% significance level). By comparing the
patterns of the white and gray boxes, it can be recognized that the spatial arrange-
ment of the s-bots affects the performance. Overall, it seems that arrangements A9,
A12, and A15, that is, those in which at least one s-bot is located on both sides of
the prey (with respect to the target) result in a better performance than the others.
This can possibly be explained by the fact that in these arrangements the forces
exerted by the s-bots result in an immediate translation of the prey rather than a
rotation of the prey. In addition, if an arrangement is stable from the beginning,
all s-bots can perceive the target during the whole duration of the transport. On
the contrary, if a structure rotates, s-bots may lose visual contact with the target
(see footnote on page 146). Consequently, the performance is likely to decrease.

For all trials with a symmetric arrangement of three s-bots (arrangement A9),
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14.3. Group Transport on Rough Terrain

Figure 14.5.: Experimental setup. A group of six s-bots transporting the prey to-
wards a target location (indicated by the arrow).

the lowest transport distance observed on terrain T0 (T1) is still 67% (54%) of the
upper bound.

14.3. Group Transport on Rough Terrain

In this section, we evaluate the transport performance of the swarm-bot system on
terrains of different roughness.

14.3.1. Experimental Setup

We use flat terrain T2, the friction coefficients are listed in Table 14.1. In addition
we use two rough terrains, the moderately rough and the very rough terrains shown
in Figure 11.1 on page 125. The rough terrains are unnavigable for most standard
wheeled robots of a similar size.

We examine the transport of a prey by a group of six s-bots. The prey weighs
either W1 = 2000 g or W2 = 3000 g. The six s-bots are physically connected to the
prey at six specific points as shown in Figure 14.5.

14.3.2. Results

Figure 14.6 plots the performance exhibited on the flat and the moderately rough
terrain. Using the standard controller for non-blind s-bots, the group is capable
of transporting reliably a heavy object on a moderately rough terrain. For the
very rough terrain we observed that the prey can easily get stuck during transport.
However, a group of six s-bots could transport a 700 g prey (i.e., the weight of an
s-bot) reliably when lifting it for about a centimeter with their elevation arms.
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Figure 14.6.: Experiments with six physical s-bots on flat and moderately rough
terrain: box-and-whisker plot showing the observed distances (in cm)
by which the prey approached the target during the test period of
25 s. Observations are grouped according to the prey’s mass and the
roughness of the terrain.

152



15. Experiments with Pre-Assembled,
Heterogeneous Teams of Robots

We present an experiment on cooperative transport in which group members lack-
ing knowledge about the target location exploit physical interactions with other
members of the group that have such knowledge. We use the transport controllers
introduced in Section 8.1.2. Homogeneous groups of non-blind s-bots have been
examined in Chapter 14. Here we focus on heterogeneous teams comprising both
blind and non-blind s-bots.

In this chapter, first we summarize the implementation aspects that were involved
in the transfer of the controller for the blind s-bots (Section 15.1). In Section 15.2,
we show that, in a group of two s-bots, a blind s-bot can physically interact with a
non-blind s-bot to achieve a performance superior to that of a passive caster. This
allows the group to transport an object that cannot be moved by the non-blind
s-bot alone. In Section 15.3, we address the problem of scalability. We examine the
performance of a single blind s-bot when being part of a bigger group. Moreover,
we investigate whether multiple blind s-bots may display behaviors that contribute
to the performance of the group.

15.1. Remarks on Transfer from Simulation to Reality

The controller for blind s-bots is a modified version of the controller for non-blind
s-bots (see Algorithm 2 on page 146). The difference is in the lines 2 and 3: we
employ the recurrent neural network previously evolved in simulation to compute
the desired orientation α of the chassis (line 2) and the speed M ∈ [0,Mmax] of the
traction system (line 3). The neural network takes four inputs from the 2 DOF force
sensor, one input from a virtual motion sensor, and one input specifying the angular
position of the rotating base. The motion sensor indicates whether stagnation, that
is, high torque readings for the traction system or the turret, was observed in the
past four control cycles. Further details are reported in Section 8.1.2 and in [112].

15.2. Group Transport by a Team of One Blind and One
Non-Blind Robot

In this section, we examine the transport of a prey by a team of one blind and
one non-blind s-bot. While the non-blind s-bot is fully operational, the blind s-bot
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15. Experiments with Pre-Assembled, Heterogeneous Teams of Robots
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Figure 15.1.: Experimental setup. A prey has to be transported towards a target
location (indicated by the arrow). Two s-bots are manually attached
to the prey. While s-bot B̄ is fully operational, s-bot B is not capable
of perceiving the target location. The figure illustrates the four spatial
arrangements used in the experiments.

has a non-working vision system. Thus, the blind s-bot cannot perceive the target
location.

15.2.1. Experimental Setup

The prey weighs 1000 g. It has to be transported towards a light source. Prey and
target are placed at the opposite sides of an arena of length 500 cm.1 The friction
coefficients of the terrain (T2) are listed in Table 14.1 on page 148.

The two s-bots are physically connected to the prey from the beginning. They are
put in one of four distinct spatial arrangements, A0, A1, A2, and, A3, as illustrated
in Figure 15.1.

The non-blind s-bot is always controlled by the standard controller for non-blind
s-bots (see Section 14.1). For the blind s-bots, we evaluate the performance of
strategies S0, S1, S2, and S3 (as already employed in Section 8.2.3):

• S0: blind s-bots are manually removed from experimentation. This is equiv-
alent to replacing the blind s-bots by friction-less passive casters.2

• S1: blind s-bots stop acting once connected; thus, their actuators do not
move, but they remain connected to other s-bots and/or the prey.

• S2: blind s-bots are controlled by the neural network based controller for
blind s-bots (see Section 15.1).

1The initial distance between the prey and the target is set to 437 cm.
2In systems in which robots lift the prey, blind robots simulating a passive caster can facilitate

the transport considerably.
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15.2. Group Transport by a Team of One Blind and One Non-Blind Robot
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Figure 15.2.: Box-and-whisker plot [15] showing the observed distances (in cm) by
which the prey approached the target location during the time pe-
riod of 25 s. Observations are grouped according to the correspond-
ing strategy and spatial arrangement (10 observations per box). The
horizontal line on top indicates an upper bound for the transport per-
formance assuming a weightless prey (for details see text).

• S3: blind s-bots are manually replaced by fully operational s-bots which in
turn are controlled by the standard controller for non-blind s-bots (see Sec-
tion 14.1).

15.2.2. Results

For each pair (Si, Aj) ∈ {S0, S2, S3} × {A0, A1, A2, A3} 10 trials lasting 25 s were
performed. We did not evaluate strategy S1, as the non-blind s-bot is not capable
of moving both the prey and a passive s-bot.

Figure 15.2 plots the distance (in cm) by which the prey approached the target.
By looking at the dark gray boxes (strategy S0) it can be seen that one s-bot alone
was nearly incapable of moving the 1000 g prey when put in one of the spatial
arrangements A0, A1, or A3. However, when put in the spatial arrangement A2

the s-bot moved the prey for about 87 cm (median value). It seems that the s-bot
exerts a higher force while pushing the prey than when pulling it (notwithstanding
the fact that the magnitude of the force applied to the traction system is identical
in both cases).3

3It is worth noting that the controller does not implement a stable pushing strategy. In fact,
the s-bot is controlled so that it moves in the direction of the target. Even if the prey could be
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15. Experiments with Pre-Assembled, Heterogeneous Teams of Robots

As shown by the white boxes in Figure 15.2, a group of two fully operational s-
bots, that is, strategy S3, always achieved a better performance than a single s-bot
(for each spatial arrangement). An upper bound for the performance is given by
the distance a single s-bot without any load can cover in the same time period (25 s)
by moving straight.4 The upper bound is 387 cm (indicated by the horizontal line
in the figure). During transport this performance cannot be achieved because the
s-bots are slowed down by the load they pull and push. The median performance
of a group of two s-bots is 64%, 70%, 59%, and 69% of this theoretical value for
the spatial arrangements A0, A1, A2, and A3, respectively.

Strategy S2 outperforms strategy S0 in three out of four arrangements. This
shows that the blind s-bot, when controlled by the neural network based controller,
contributes to the performance of the group. To assess the quality of this contri-
bution we introduce the following performance measures.

Let the environment of the transport task (i.e., the prey and its initial location,
the target and its location, the terrain, etc.) be fixed. Let PA(i, j) ∈ [0,∞) be
the performance (the higher the value, the better) of a group of i s-bots of which j
are blind, and that are organized in spatial arrangement A = (A(1), A(2), . . . , A(i)).
Thereby, {A(1), A(2), . . . , A(i−j)} is the set of locations (and orientations) of the
non-blind s-bots, while {A(i−j+1), A(i−j+2), . . . , A(i)} is the set of locations (and
orientations) of the blind ones.

Given a group of N robots of which NB are blind, spatial arrangement A =
(A(1), A(2), . . . , A(N)), and performance PA(N, 0) 6= 0, we can define the relative
system performance as

RSPA(N, NB) =
PA(N, NB)
PA(N, 0)

. (15.1)

In other words, RSPA(N, NB) is the ratio between the performance of N s-bots
of which NB are blind and the performance of N non-blind s-bots given the spatial
arrangement A.

Furthermore, we define the contribution factor of blind s-bots as

CFA(N,NB) =
PA(N, NB)− PA∗(N −NB, 0)
PA(N, 0)− PA∗(N −NB, 0)

, (15.2)

for PA(N, 0) > PA∗(N−NB, 0), where A∗ is obtained from the spatial arrangement
A by removing the locations (and orientations) that correspond to the NB blind
s-bots.

placed exactly between the s-bot and the target, imprecision in the s-bot’s sensors and actuators
would cause the s-bot to turn around the prey and eventually to pull it. This controller might not
be the most effective solution for the transport of a prey by a single s-bot. However, it is a general
solution applicable to a wide range of scenarios including different group sizes, arbitrary spatial
arrangements of s-bots in the group, and terrains with non-uniform friction.

4The speed Mmax is applied to both wheels.
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15.3. Group Transport by a Team of Six (Blind and Non-Blind) Robots

Table 15.1.: Relative system performance RSP(2, 1) and contribution factor of a
blind s-bot CF(2, 1), both expressed as percentages, for a team of two
s-bots organized in the spatial arrangements shown in Figure 15.1. The
mass of the prey is 1000 g.

arrangement

performance metric A0 A1 A2 A3

RSP(2, 1) 80.5 73.3 47.8 59.3

CF(2, 1) 80.4 72.4 16.4 58.1

CFA(N, NB) is the ratio between the contribution of NB blind s-bots and the
contribution that NB non-blind s-bots would provide when put in spatial arrange-
ment A. Note that if N −NB non-blind s-bots exhibit a higher performance that
N non-blind s-bots, the contribution factor is undefined. This situation typically
occurs if the prey is light enough for being transported at high speed by N −NB

s-bots.

In our study, the performance measure is the distance (in cm; averaged over
multiple trials) by which the prey approached the target during the time period
of 25 s. The relative system performance and contribution factors are listed in
Table 15.1. The lowest contribution was observed for the spatial arrangement A2.
Although the pushing s-bot alone achieves only 37% of the performance of two
fully operational s-bots, paired with a blind s-bot there is not much benefit in this
particular arrangement.

We repeated the same experiment with two other s-bot groups consisting of two
s-bots each, to study the differences among the robotic hardware. Again 120 trials
were performed per group. Figure 15.3 plots the distance (in cm) by which the prey
approached the target. In each s-bot group, blind s-bots significantly contribute
to the performance of the group. The lowest performance was observed for s-bot
group 2; in a few cases even two fully operational s-bots were not strong enough
for moving the prey (see white box).

15.3. Group Transport by a Team of Six (Blind and
Non-Blind) Robots

In this section, we examine the transport of a prey by a team of six (blind and
non-blind) s-bots.
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15. Experiments with Pre-Assembled, Heterogeneous Teams of Robots
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Figure 15.3.: Box-and-whisker plot showing the observed distances (in cm) grouped
according to the corresponding strategy and the tested s-bot group (40
observations per box, 10 for each configuration). Each group consists
of two s-bots. The three groups differ only in the particular s-bots
used. The performance of group 1 is further analyzed in Figure 15.2.

Figure 15.4.: Experimental setup. An object has to be transported towards a target
(on the bottom; not shown). Six s-bot are manually attached to the
object. While some s-bots are fully operational, others are not capable
of perceiving the target.
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15.3. Group Transport by a Team of Six (Blind and Non-Blind) Robots

Table 15.2.: Relative system performance RSP(6, NB) and contribution factor of
blind s-bots CF(6, NB), both expressed as percentages, for a team of
six s-bots of which NB are blind. Average values over all 15 spatial
arrangements.

# blind s-bots (NB)

mass of prey performance metric 1 2 3 4

2000 g RSP(6, NB) 101.4 92.4 66.0 18.6

CF(6, NB) -a -40.0 -36.2 15.6

3000 g RSP(6, NB) 92.3 70.5 50.6 9.2

CF(6, NB) 8.7 -53.8 46.5 9.2

aMeasure not well defined. The performance of both the “passive caster” and the neural
network strategies are slightly better than the performance of a fully operational group.

15.3.1. Experimental Setup

The arena is identical to the one used in the previous experiment. The mass of the
prey is either W1 = 2000 g or W2 = 3000 g. Thus, the prey is either 2 or 3 times
heavier than it was in the two s-bot experiment. The six s-bots are physically
connected to the prey at six specific points as shown in Figure 15.4. The non-blind
and blind s-bots are randomly assigned to these points.

Let N be the number of s-bots. NB denotes the number of blind s-bots, while
the other N −NB s-bots are fully operational.

For the blind s-bot, we evaluate the performance of all four strategies (S0, S1,
S2, and S3).

15.3.2. Results

For each situation (Wi, Sj , NB), i ∈ {1, 2}, j ∈ {0, 1, 2, 3}, NB ∈ {1, 2, 3, 4}, 15
randomly generated arrangements are tested. The situations for strategy S3 (i.e.,
to replace all blind s-bots by non-blind ones) are essentially the same, regardless of
the number of blind s-bots NB. Therefore, strategy S3 is evaluated only 15 times
for each prey mass. Each trial lasts 25 s. In total 2 · 3 · 4 · 15 + 2 · 15 = 390 trials
were performed.

Figures 15.5 and 15.6 plot the distance (in cm) by which prey of mass W2 = 2000 g
and W3 = 2000 g, respectively, approached the target location. Table 15.2 lists
the relative system performance and the contribution factors, averaged over all 15
spatial arrangements.

It is worth noting, that the 2000 g and 3000 g preys can be moved efficiently
by 4 and 5 s-bots, respectively. In case, 1 or 2 s-bots of the group are blind and
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15. Experiments with Pre-Assembled, Heterogeneous Teams of Robots
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Figure 15.5.: Box-and-whisker plot showing the observed distances (in cm) by which
a prey of mass W1 = 2000 g approached the target location during
the time period of 25 s. Observations are grouped according to NB

(the number of blind s-bots) and the employed strategy. Each box
represents 15 observations. The horizontal line on top indicates an
upper bound for the transport performance assuming a weightless
prey. For details see text.
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Figure 15.6.: Box-and-whisker plot showing the observed distances (in cm) by which
a prey of mass W2 = 3000 g approached the target location during the
time period of 25 s. For details see Figure 15.5.
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15.3. Group Transport by a Team of Six (Blind and Non-Blind) Robots

controlled by the neural network, there is no major difference in performance (in
absolute terms) with respect to a fully operational group as indicated by the RSP
measure. The group can compensate for a single s-bot break-down (see boxes for
strategy S1 and NB = 1 in Figures 15.5 and 15.6). However, if two or more s-bots
break down or do not operate properly, the prey can no longer be moved.

Strategy S2 outperforms strategy S1 for every setup. This shows that the actions
of the blind s-bots, when controlled by the neural network based controller, are
meaningful. In cases in which removing NB non-blind s-bots would cause a decrease
in performance of more than 50%, these NB s-bots, when controlled by the neural
network based controller, even contributed (on average) to the performance of the
group, as indicated by the CF measure.

161



15. Experiments with Pre-Assembled, Heterogeneous Teams of Robots

162



16. Experiments with Robots that
Self-Assemble

We consider the cooperative transport of prey by a group of s-bots that are initially
randomly scattered in the environment. We aim at controlling the s-bots so that
they autonomously form modular robots, which in turn manipulate the prey. In
Section 16.1 we study the transport of a heavy prey by a group of six s-bots that
start from within the vicinity of the prey and can individually perceive the target
location. In Section 16.2 we study the situation where the s-bots start from arbi-
trary locations within a bounded environment, and can neither perceive the prey
nor the target location, unless located in its immediate vicinity.

16.1. Group Transport Towards a Light Beacon

In this section, we study a task that requires a group of s-bots to locate, approach,
and grasp the prey—that has to be subsequently transported from its initial location
to a target location. At the level of an s-bot, the task consists of two phases. In the
first phase, the s-bot is controlled by the standard assembly module (as detailed in
Section 10.1). Thus, it tries to establish a connection either directly to the prey
or indirectly, via other s-bots. In the second phase, the s-bot is controlled by the
standard transport module (as detailed in Section 14.1). To enable all s-bots to
establish a connection before the prey starts moving, we modified the transport
controller so that connected s-bots pull or push the prey only when they do not
perceive any unconnected teammate. Connected s-bots that do not perceive the
target location do not start pulling or pushing either.1

16.1.1. Experimental Setup

The experimental setup is shown in Figure 16.1(a). The prey is initially located at
a distance of 225 cm from a light source which represents the center of a circular
target zone. The group is considered to be successful if the s-bots manage to move
the prey inside the target zone within 300 s. If moved in a straight line, the distance
covered by the prey to enter the target zone is 125 cm.

At the beginning of each trial, six s-bots are positioned in the vicinity of the
prey. We assume the light source to be strong enough to allow all s-bots to detect

1At this stage of experimentation, we had not yet tested the controller for blind robots on the
swarm-bot platform.
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16. Experiments with Robots that Self-Assemble

(a)

30cm

50cm

(b)

Figure 16.1.: Experimental setup: (a) overview of the arena with the prey located
at a distance of 225 cm from a light source, which represents the center
of a circular target zone; (b) potential starting points and orientations
of the s-bots around the prey.

the direction to the target zone at every control cycle.2 The initial position of each
s-bot is assigned randomly by uniformly sampling without replacement from a set
of 16 specific starting points. The s-bots initial orientation is chosen randomly from
a set of four specific directions. The 64 potential placements (16 ·4) of a single s-bot
are illustrated in Figure 16.1(b). The s-bots do not have any knowledge about their
starting positions.

The mass of the prey (2310 g) is such that a group of four s-bots may not always be
sufficient to perform the task. In fact, the performance depends on the way in which
the s-bots are connected to the prey and/or to each other. Four s-bots connected
directly to the prey (in the “star-like” formation shown in Figure 16.2) can move
it with an average speed of about 1 cm/s. Regardless the particular arrangement,
a group of six s-bots pulling and/or pushing the prey is always capable of moving
the prey.

16.1.2. Results

We repeated the experiment 30 times. A trial begins with the s-bots randomly
placed around the prey, and it ends (a) successfully if the s-bots manage to trans-
port the prey inside the target zone within the time limit (i.e., 300 s), or (b) unsuc-
cessfully if, for any reason, the s-bots fail to transport the prey to the target-zone
within the time limit. Figure 16.3 shows a sequence of three pictures taken from a
successful trial.

2In total, eight s-bots have been used during the experimentation. The fractions of control
cycles during which the s-bots could not detect the target are 0.0324, 0.0000, 0.0001, 0.1745, 0.0008,
0.0005, 0.0023, and 0.0165, respectively. Thus, all but one s-bot could reliably detect the target.
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16.1. Group Transport Towards a Light Beacon

Figure 16.2.: The prey is heavy and thus it requires the cooperative effort of multiple
s-bots to be moved. Four s-bots connected in “star-like” formation
around the prey can transport the latter with an average speed of
only 1 cm/s.

(a) (b) (c)

Figure 16.3.: These pictures show a sequence of actions, during a trial, in which
a group of six s-bots randomly placed around the prey (a), initially
locates, approaches and connects to the prey (b) and finally, once
assembled, transports the prey to the target zone (c).
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Figure 16.4.: Number and size of modular robots connected to the prey (30 repeti-
tions).

Figure 16.4 illustrates the number and size of the modular robots formed by self-
assembly, each of which was connected with the prey at the end of a trial. In the
first trial, for instance, three modular entities of two s-bots each were engaged in
the transport. In trial 4, 11, 17, and 24, modular robots of four s-bots were formed
[for an example, see Figure 16.3(c)]. Note that the number of modular robots, their
size, and their structure are not predefined. Instead, they are emergent properties
of the system. Certainly, they depend on the initial spatial arrangement of the
s-bots and on the prey’s characteristics (e.g., its shape and dimensions). However,
they are also affected by random components in the s-bots’ sensors and actuators.

In 26 out of 30 trials, all six s-bots connected. Out of the 180 connections required
by the 30 trials—i.e., 6 connections per trial times 30 trials—we recorded only 5
failures. Due to one or two s-bots that remain unconnected, in 4 out of 30 trials the
s-bots did not manage to reach the transport phase. In fact, in these unsuccessful
trials, several s-bots did not activate the transport module as they perceived an
unconnected s-bot. Recall that connected s-bots start transporting the prey only
if they do not perceive any unconnected teammate.

Figure 16.5 shows the amount of time per trial spent by the s-bots in the two
phases of the experiments, that is, assembly and transport. The assembly phase
terminates once every s-bot has successfully established a connection. In the sub-
sequent phase, all s-bots are controlled by the transport module to push/pull the
prey towards the target. This phase terminates when the prey enters the target
zone. Data concerning the four unsuccessful trials in which one or more s-bots fail
to establish a connection are not shown. In 20 out of the 26 trials, the whole group
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Figure 16.5.: Time necessary for a group of six s-bots to self-assemble and transport
the prey inside the target zone (only repetitions in which all s-bots
assembled).

could successfully self-assemble within 83 s, in the other trials self-assembly was
successfully completed within 167 s.

Only in a single case out of those in which the s-bots connected successfully,
the group failed to transport the prey entirely inside the target zone. In this
unsuccessful trial, the transport was interrupted in the proximity of the target zone.
This failure during the transport phase was probably due to the light reflections in
the immediate vicinity of the light source. In fact, a too high intensity of the light
disrupts the mechanism used by each s-bot to establish the direction of movement.
Therefore, it may happen that, in the immediate vicinity of the target, the entire
group loses efficiency in moving the prey.

In all other cases, the prey entered the target zone within a short period of time;
the average transport speed was 8.20 cm/s, which is about 55% of the maximum
speed of a single s-bot moving without any load. Note that the average trans-
port speed is 8 times faster than the speed observed for the group of four s-bots,
connected in a “star-like” formation (see Figure 16.2).

16.2. Group Transport Along a Self-Organized Path

In this section, we look at group transport in a wider context. We simulate a rela-
tively complex scenario which differs from our previous group transport experiment
as follows:

• At the beginning of a trial, the s-bots are randomly scattered in a large arena.
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16. Experiments with Robots that Self-Assemble

(Previously, the s-bots were randomly scattered around the prey.)

• The s-bots can neither detect the target location nor the prey unless located
in their immediate vicinity. (Previously, the s-bots could perceive the target
location from the entire arena.)

Our hypothesis is that a homogeneous group of non-deliberative physical agents
is capable of performing the task, that is, to transport the prey to the nest. Note
that the task specification has strong implications on the division of labor within
such a group. Some s-bots are required to transport the prey, which can be moved
only by a group of two or more s-bots. At the same time, other s-bots are required
to establish a path that leads those s-bots transporting the prey towards the nest.
Depending on the distance between the prey and the nest, such a path requires
different numbers of s-bots to be formed.

This study was accomplished in collaboration with Shervin Nouyan, who also
contributed the controllers for individual search, collective exploration, and path
formation. These controllers as well as the controllers for self-assembly and trans-
port (by non-blind and blind s-bots) were integrated in a behavior-based framework.
Transitions between the basic behaviors were triggered based on internal state, (lo-
cal) perception, timeouts, or transition probabilities. A comprehensive description
of the study is reported in [195, 194].

16.2.1. Experimental Setup

The experiment takes place in a bounded arena of size 500 cm× 300 cm. The nest
is positioned in the center. The prey is put at distance D = 60, 90, 120, . . . , 240 (in
cm) from the nest. The prey requires the cooperative effort of at least two s-bots
to be moved. Initially, N = 1, 2, 3, 4, 5, 6, 7, 8, 10, 12 s-bots are positioned on a grid
of 60 locations that are uniformly distributed in the arena. S-bots are randomly
assigned to locations by uniformly sampling without replacement. The orientation
of each s-bot is chosen randomly from a set of 12 possible directions.

16.2.2. Results

We performed one trial for every combination of distance D and group size N . Thus,
in total 7 · 10 = 70 trials were performed. The task was considered to be solved if
either the prey or an s-bot transporting it touched the nest. Under the assumption
that all s-bots behave according to specification, we calculated a lower bound for
the number of s-bots that as a group can accomplish the task [195, 194]. In 26 out
of the 29 cases, in which the group was sufficiently large to solve the task, the group
succeeded. The completion of the most difficult setup (i.e., distance D = 240 cm)
required the cooperation of at least 10 s-bots—at least 2 s-bots to transport the
prey and, at the same time, at least 8 s-bots to establish the path. In this respect,
the task required the s-bots to form a team, that is, to accomplish different subtasks
concurrently. Even the group of transporters alone can be considered a team as

168



16.2. Group Transport Along a Self-Organized Path

it happened that some s-bots could not perceive the path to follow while others
could (see also Chapter 15). Similarly, the path-forming s-bots can be considered
a team, composed of the s-bot at the open end of the path (it disbands from the
path with a certain probability), the “inner” s-bots (they remain in the path), and
the explorer s-bots (they follow the existing path and potentially extend it).

It is worth noting that the individual roles of the s-bots are context-dependent.
For example, a transporter s-bot (i.e., an s-bot assembled in a pulling structure
with the prey) would be a “leader” (i.e., using the controller developed for non-
blind s-bots) or a “follower” (i.e., using the controller developed for blind s-bots),
depending on whether it perceives the path or not. Similarly, an explorer s-bot
(i.e., an s-bot following the path) might become a transporter s-bot if it encounters
the prey (and succeeds in assembling to it). Thus, the assignment of roles changes
with the context, and so does the organization of s-bots into functional groups and
teams.

The system displayed a dynamically changing hierarchy of teamwork in which
collaboration took place also among high-level entities. The system proved surpris-
ingly robust with respect to the inaccurate and sometimes malfunctioning behavior
of its component modules (e.g., parts of s-bots and sometimes entire s-bots broke
down). In some of the trials, even after a long period of time (up to 40 minutes),
involving thousands of interactions among the s-bots, the system was still capable
of completing the task. We believe this study to have yielded the most complex
example of division of labor in swarm robotics to date.
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17. Discussion

In this fifth part of the dissertation, we reported on a series of experiments that
present a first attempt to perform a manipulation task by a group of self-assembling
robots. The manipulation consists in the transport of an object (called prey) to-
wards a target location.

In Chapter 14, we conducted a series of experiments in which s-bots were man-
ually connected to the prey and to each other. Each s-bot was programmed to
detect the target, to pull the prey, and to align its traction system accordingly.
This simple, homogeneous control strategy does neither require communication nor
any knowledge about the spatial arrangement of the s-bots and the properties of the
terrain. Overall, the strategy proved effective in about 500 trials with one to three
s-bots each. We gained some first insights on the impact of the spatial arrangement
of s-bots on the performance of the group. We discovered that the transport per-
formance is best for terrains on which the traction system has a moderate grip and
for terrains of no or of moderate roughness. High friction coefficients (> 1) and
very rough terrains, however, may cause a significant decrease in the performance.

In Chapter 15, we presented the first system in which group members lacking
knowledge about the position of the transport target exploit physical interactions
with other members of the group that have such knowledge to achieve a performance
superior to that of passive casters. Quantitative results based on 750 trials with up
to six s-bots confirmed the effectiveness, reliability, and robustness of the system. In
cases in which removing NB s-bots from a group (in which all member can perceive
the target location) would cause a decrease in performance of more than 50%, NB

s-bots without knowledge about the target location would achieve a performance
superior to that of passive casters (i.e., they contribute to the performance of the
group). The group could also compensate for a single s-bot break-down within the
pushing and pulling structure.

In Chapter 16 we conducted a series of experiments in which the prey was trans-
ported by a group of self-assembling s-bots. In a first experiment, six s-bots started
from within the vicinity of the prey and self-organized into modular robots, which
in turn transported the prey. The number of modular robots, their size, and their
structure were emergent properties of the system. Apart from few cases, in which
not all s-bots correctly assembled, the transport speed was more than half the max-
imum speed of a single s-bot without any load. The weight of the prey was such
that a group of four s-bots may not always be sufficient to perform the task. Over-
all, the experiment confirmed that self-assembly is an effective mechanism for the
coordination of s-bots in group transport.

In a second experiment, up to 12 s-bots started from random locations within
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Figure 17.1.: Rescue scenario: 19 s-bots organized into four distinct pulling chains
transporting a child. One s-bot was manually removed during exper-
imentation as its connection mechanism broke. This work was ac-
complished in collaboration with I. Aloisio, M. Bonani, F. Mondada,
A. Guignard, and D. Floreano.

the entire arena. The s-bots could neither perceive the prey nor the target lo-
cation, unless located in their immediate vicinity. Some s-bots were required to
transport the prey, while others were required to establish a path leading those
s-bots transporting the prey towards the target location. The system displayed a
dynamically changing hierarchy of teamwork in which collaboration took place also
among high-level entities. This study shows that teamwork does not fundamentally
require interindividual differences (the robots we used were identical both in terms
of “morphology” and “brain”), and as such might contribute to the ongoing debate
on the role of such differences for the division of labor in social insects [125, 23, 4].

In the literature, group transport by robots has proven successful if the object
can already be manipulated by a few robots, and if it can provide enough surface for
being manipulated directly. On the contrary, self-assembly allows s-bots to organize
into a modular robot of growing size and strength, capable of manipulating a large
range of objects. The author admits, however, that the size of structures is limited
in practice by the s-bots’ physical constraints. In a test, modeling a real world
rescue scenario (see Figure 17.1) with 19 s-bots of approximately 700 g each, pulling
a 9 year old child of 20 kg towards a light source, it happened that the connection
mechanism of an s-bot broke.

It is worth noting that the control algorithms for self-assembly and group trans-
port can be used to achieve collective motion in a group of connected s-bots, that is,
without the prey.1 Self-assembly can then provide a group of s-bots with advanced
capabilities in all-terrain navigation:

1In this case, the self-assembly process needs to be seeded by one of the s-bots.
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Figure 17.2.: These pictures show a sequence of actions in which seven s-bots self-
assemble into a single entity that crosses two holes and navigates over
an uneven terrain. The task cannot be completed by a modular robot
consisting of less than three s-bots.

• crossing a hole: we demonstrated the ability of up to seven s-bots to self-
assemble into a single entity that crosses a hole (see Figure 17.2). The hole
we used is a ditch of width 10 cm from edge to edge. The ditch cannot be
crossed by a modular robot consisting of less than three s-bots.2

• navigation over a hill: in a systematic experiment, three s-bots were re-
quired to navigate over unknown terrain towards a light source. If the s-
bots encountered a moderate hill (or no hill at all), they navigated to the
target independently. If, however, the s-bots encountered a difficult hill,
they self-assembled into a larger entity and collectively navigated to the light
source [196].

2Theoretical lower bounds for the size of modular robots crossing holes have been derived for
the swarm-bot system in [176].
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18. Further Work

Macroscopic self-assembly is of wide interest throughout science and technology.
Macroscopic systems are increasingly viewed as viable models for the study of pro-
cesses at any scale [262]. Table 18.1 gives a broad flavor of potential applications
within technical and scientific areas.

We believe that a unifying theory would greatly support the design and study of
self-assembling systems. In particular, it could help develop an understanding of
the relationship between the logic of components on one side, and the (dynamic or
static) patterns and structures on the other side. In most studies in the literature,
the authors could predict the structures in which the components self-assembled.
If underlying generic principles would be uncovered, rules could be generated for
expressing arbitrary patterns, structures, or functions. Some promising first steps
have already been taken by the development of compilers [134, 140, 189] that take
as input a desired pattern or structure and generate a suitable rule set for a sys-
tem of simplistic components. However, current compilers are limited in the range
of patterns and structures they can process. Rothemund [216] views structures
as computations; in fact, all assembled structures can be interpreted as computa-
tions, and vice versa. Theory might help to predict the range of structures (i.e.,
computations) a given system can produce, as well as the time complexity to do so.

One trend in the design of systems is miniaturization. Among the different
designs considered, externally propelled components appear most suited for this
purpose as they do not necessarily require complex computation, actuators, and
sensors. A range of studies has addressed the design of millimeter-scale compo-
nents for the formation of 2-D arrays, 3-D regular lattices, helixes, and electrical
networks [30, 237, 239, 32, 101]. Components at this scale can exhibit a similar
range of physical interactions as components at the micro- or even nano-scale (e.g.,
capillary forces, hydrodynamic shear, and minimization of interfacial free energy).
One challenge is the transfer of knowledge gained with macroscopic systems to the
design of mesoscopic systems. This could help obtain functional structures that
cope with changes in the environment (e.g., smart materials).

Future designs could greatly benefit from biomimetics. For example, artificial
components (or assemblies of those) could, similar to living entities, absorb energy
from their environment (instead of using dedicated power supplies). Biological
systems could also inspire novel approaches to self-propulsion [73].

Systems with self-propelled components have great prospects in autonomous
robotics. Autonomous missions, such as the exploration of the surface of another
planet, impose high demands on the flexibility and robustness of a system. From
today’s technology perspective, the component modules of most systems lack ad-
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18. Further Work

Table 18.1.: Technological and scientific areas that are likely to benefit from the
study of macroscopic self-assembly.

Scale Enhancing Technology Understanding Nature

macroscopic all-terrain navigation [120]
educational tools
search & rescue [178]
self-construction [231]
self-repair devices [20]
space robotics [223]
under water robotics [249]

plant growth
social insects [238]

mesoscopic 3-D displays [99]
computation [216]
drug delivery systems [96]
manufacturing [72]
microelectronics [101]
smart materials

origin of life [52]
self-replication [82]

vanced on-board computing resources, on-board sensors, or communication abil-
ities. These shortcomings limit the practical use of current systems for complex
missions in unstructured terrains. Moreover, the benefit self-assembly provides to
autonomous robots is yet poorly understood. Research has to be directed towards
understanding the physical constraints of assembled structures [176].

Another promising direction is the study of novel designs of self-assembling sys-
tems. Hybrid systems, for instance, could comprise externally propelled compo-
nents with actuated degrees of freedom. Components could passively float in an
agitated fluid and, upon random encounter, bind to each other to form a struc-
ture that changes morphology and/or manipulates the environment. Simulations
indicate potential use of such systems in manufacturing [72]. Innovative designs
can also be observed in nature. Some plants grow in groups so that their roots or
branches intertwine with one another. Such self-assembly relies on developmental
processes of the participating components. The connectivity potentially provides
adaptive value, for instance, to survive harsh condition. Certainly, many more
self-assembly processes can be found in nature, and might inspire next generation
designs.
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During the last 50 years, a variety of systems were designed displaying self-assembly
of components at the macroscopic scale. We presented an overview of this research.
We examined 22 systems with regard to (i) the physical and electrical design char-
acteristics of the component modules, (ii) the outcome and analysis of self-assembly
experimentation, (iii) the mechanisms that control the process of self-assembly, and
(iv) the functionality that is provided by self-assembly. Thereby, we identified prin-
ciples that are common to the design of such systems.

We then focused on a particular system, the swarm-bot. In swarm-bot, the com-
ponents that assemble are self-propelled modules, fully autonomous in power, per-
ception, computation, and action. We investigated whether self-assembly can help
a group of modules to accomplish a concrete task—the cooperative transport of
a heavy object. Results from physics-based simulations showed that self-assembly
can offer adaptive value to groups that compete in an artificial evolution based
on their fitness in task performance. The evolutionary process yielded assembled
structures whose shapes and behaviors were optimized for the accomplishment of
the task. The modules we simulated were very simple in design. They could neither
communicate nor perceive each other directly. A group of modules could effectively
solve the task, however, the performance did not scale well as the weight of the
object and the number of modules were increased. In a subsequent study, we sim-
ulated modules with additional acting and cognitive abilities. We also exploited
the knowledge we had gained in the problem domain to effectively constrain the
solution search space. In particular, the problem was decomposed into the sub-
problems of self-assembly and transport. Each module was programmed to signal
its state (it is either assembling or transporting), and the modules were trained to
make use of the signals accordingly. This simple strategy allowed for the forma-
tion of physical structures that were connected with the object, which seeded the
assembly process. The structures could attain dimensions far beyond the modules’
(local) sensing range.

The control algorithms were then transferred from simulation to the swarm-bot.
We examined the self-assembly process under a variety of conditions, such as on
different types of rough terrain. We showed that the self-assembly algorithm can be
ported to a different modular robotic platform, a super-mechano colony. Moreover,
the algorithm was shown to be scalable, as it was effective in letting a group of 16
modules self-assemble into a single entity.

We examined also the group transport capabilities of the swarm-bot, for both
groups of pre-assembled modules and groups of self-assembling modules. Our ex-
perimental studies confirm the effectiveness, reliability, and robustness of the sys-
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tem. For example, a group of six modules could compensate for a single module
break-down within the pushing and pulling structure. We also considered groups
of modules with incomplete knowledge about the task. Group members lacking
knowledge about the position of the transport target could exploit physical inter-
actions with other members of the group that have such knowledge to achieve a
performance superior to that of passive casters. Consequently, the “blind” modules
actively contributed to the performance of the group. We demonstrated that mod-
ules that start from within the vicinity of the object can self-organize into modular
robots which are very effective in transporting the object. Thereby, the number of
modular robots, their size and structure were emergent properties of the system.
Furthermore, in collaboration with Shervin Nouyan the control algorithm was ex-
tended to address a transport task, in which the module’s range of perception is
particularly small when compared to the environment. If the distance between the
object and the target location was large, the accomplishment of the task required
at least 10 modules to cooperate, and it required the modules to organize into
teams and sub-teams, in which multiple distinct roles were performed concurrently.
Experiments with up to 12 modules confirmed that such tasks can be solved by
a homogeneous group of non-deliberative modules. To the best of our knowledge,
currently these experiments represent the most complex example of division of labor
in swarm robotics.

Overall, this thesis is a sensible step forward with regard to the understanding of
self-assembling robots, in particular, as it examines self-assembly processes in the
context of concrete tasks. Thereby, the thesis contributes also to the development
of state-of-the-art group transport systems. The swarm-bot system could cope, to
some extent, with partial and complete module failure as well as with limited knowl-
edge of the environment, and it performed robustly under a variety of conditions
including moderately rough terrain.

The research presented in this dissertation is of value not only to robotics, but
potentially for a range of other fields, including biology, chemistry, manufacturing,
material science, microelectronics, physics, and sociology. The expertise and variety
of view points in these fields hold great potential to be explored for the design and
study of artificial and natural self-assembling systems.
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[102] P.-P. Grassé. La reconstruction du nid et les coordinations interindividu-
elles chez Bellicositermes natalensis et Cubitermes sp. La théorie de la stig-
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