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Particle swarm optimization (PSO) is a population-based stochastic approach for solving continuous and discrete optimization problems.

In particle swarm optimization, simple software agents, called particles, move in the search space of an optimization problem. The position of a particle represents a candidate solution to the optimization
problem at hand. Each particle searches for better positions in the search space by changing its velocity according to rules originally inspired by behavioral models of bird flocking.

Particle swarm optimization belongs to the class of swarm intelligence techniques that are used to solve optimization problems.
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History

Particle swarm optimization was introduced by Kennedy and Eberhart (1995). It has roots in the simulation of social behaviors using tools and ideas taken from computer graphics and social psychology
research.

Within the field of computer graphics, the first antecedents of particle swarm optimization can be traced back to the work of Reeves (1983), who proposed particle systems to model objects that are
dynamic and cannot be easily represented by polygons or surfaces. Examples of such objects are fire, smoke, water and clouds. In these systems, particles are independent of each other and their
movements are governed by a set of rules. Some years later, Reynolds (1987) used a particle system to simulate the collective behavior of a flock of birds. In a similar kind of simulation, Heppner and
Grenander (1990) included a roost that was attractive to the simulated birds. Both models inspired the set of rules that were later used in the original particle swarm optimization algorithm.

Social psychology research, in particular the dynamic theory of social impact (Nowak, Szamrej & Latané, 1990), was another source of inspiration in the development of the first particle swarm

optimization algorithm (Kennedy, 2006). The rules that govern the movement of the particles in a problem's search space can also be seen as a model of human social behavior in which individuals adjust
their beliefs and attitudes to conform with those of their peers (Kennedy & Eberhart 1995).

Standard PSO algorithm
Preliminaries

The problem of minimizing® the function f : © — I with © C " can be stated as finding the set

@' = argmin f(8) = {8" € ©: F(8") < f(6), VEe@},
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where @ is an 12 -dimensional vector that belongs to the set of feasible solutions @ (also called search space).

In PSO, the so-called swarm is composed of a set of particles P = {p],pz, .. ,pk} . The position of a particle
corresponds to a candidate solution of the considered optimization problem, which is represented by an objective
function f.Atany time step ¢, p; has a position ff and a velocity 77: associated to it. The best position that
particle p; (with respect to f) has ever visited until time step ¢ is represented by vector E: (also known as a

particle's personal best). Moreover, a particle p; receives information from its neighborhood N; C P . In the
standard particle swarm optimization algorithm, the neighborhood relations between particles are commonly
represented as a graph G = {V, E} , where each vertex in V' corresponds to a particle in the swarm and each
edge in E establishes a neighbor relation between a pair of particles. The resulting graph is commonly referred

to as the swarm's population topology (Figure 1).
Figure 1: Example population topologies. The leftmost picture depicts a fully connected

The algorithm topology, that is, N; = P ¥p; € P (self-links are not drawn for simplicity). The picture in
the center depicts a so-called von Neumann topology, in which |,'\;| =4 "7}7; € P .The
The PSO algorithm starts by generating random positions for the particles, within an initialization region rightmost picture depicts a ring topology in which each particle is neighbor to two other

@ C @. Velocities are usually initialized within ©” but they can also be initialized to zero or to small random particles.

values to prevent particles from leaving the search space during the first iterations. During the main loop of the
algorithm, the velocities and positions of the the particles are iteratively updated until a stopping criterion is met.

The update rules are:

5 = w4 U6 - E) + 0l (i - 7)),

B = E 4T,

where w is a parameter called inertia weight, o, and ©, are two parameters called acceleration coefficients, l—f and [—"._f are two 712 X n diagonal matrices in which the entries in the main diagonal are

random numbers uniformly distributed in the interval [0, 1) . Ateach iteration, these matrices are regenerated. Usually, vector I? , referred to as the neighborhood best, is the best position ever found by

any particle in the neighborhood of particle p; , that is, f (I—Zt) <f (l;; ) Vp; € N . If the values of w, o, and , are properly chosen, it is guaranteed that the particles' velocities do not grow to
infinity (Clerc and Kennedy 2002).

The three terms in the velocity-update rule above characterize the local behaviors that particles follow. The first term, called the inertia or momentum serves as a memory of the previous flight direction,



preventing the particle from drastically changing direction. The second term, called the cognitive component models the tendency of particles to return to previously found best positions. The third term,
called the social component quantifies the performance of a particle relative to its neighbors. It represents a group norm or standard that should be attained.

In some cases, particles can be attracted to regions outside the feasible search space @ . For this reason, mechanisms for preserving solution feasibility and a proper swarm operation have been devised
(Engelbrecht 2005). One of the least disruptive mechanisms for preserving feasibility is one in which particles going outside @ are not allowed to improve their personal best position so that they are
attracted back to the feasible space in subsequent iterations.

A pseudocode version of the standard PSO algorithm is shown below:

]
:Inputs Objective function f : @ — IR, the initialization domain & C @,
he number of particles |P| =k, the parameters w , (@1, and (25, and the stopping criterion S
Output Best solution found
// Initialization
Set t
for i 1 to k do

Initialize v\x to a subset of according to the desired topology

P N -t . . /
Initialize l’a randomly within @

Initialize L‘: to zero or a small random value
Set b: =5t

i
end for

// Main loop
while S is not satisfied do

// Velocity and position update loop
for i := 1 to k do

set [} = argmin f(b])
BECIFE

Generate random matrices L/; and )

set T i Wil + o105 (6 — F1) + 0aU5 (1F — EF)
set T .= 7t gtt?
end for

// Solution update loop

for i := 1 to k do
: oty It
it f(Tf) < f(b)
set b := 7!
i i
end if
end for
Set t :=t + 1
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end while

The algorithm above implements synchronous updates of particle positions and best positions, where the best position found is updated only after all particle positions and personal best positions have
been updated. In asynchronous update mode, the best position found is updated immediately after each particle's position update. Asynchronous updates lead to a faster propagation of the best solutions
through the swarm.

Main PSO variants

The original particle swarm optimization algorithm has undergone a number of changes since it was first proposed. Most of these changes affect the way the velocity of a particle is updated. In the
following subsections, we briefly describe some of the most important developments. For a more detailed description of many of the existing particle swarm optimization variants, see (Kennedy and
Eberhart 2001, Engelbrecht 2005, Clerc 2006 and Poli et al. 2007).

Discrete PSO

Most particle swarm optimization algorithms are designed to search in continuous domains. However, there are a number of variants that operate in discrete spaces. The first variant proposed for discrete
domains was the binary particle swarm optimization algorithm (Kennedy and Eberhart 1997). In this algorithm, a particle's position is discrete but its velocity is continuous. The 7 th component of a
particle's velocity vector is used to compute the probability with which the 7 th component of the particle's position vector takes a value of 1. Velocities are updated as in the standard PSO algorithm, but
positions are updated using the following rule:

(v

1 ifr < sig g

1 _
Y 0  otherwise,

where z;; is the j th component of the position vector of particle p; , 7 is a uniformly distributed random number in the interval [U, 1) and
1

sig(r) = T3e="

Constriction Coefficient

The constriction coefficient was introduced as an outcome of a theoretical analysis of swarm dynamics (Clerc and Kennedy 2002). Velocities are constricted, with the following change in the velocity
update: ff‘“ = \‘[f‘lf + g:l—']t(l;f - ffi + l—';(l? - f: )] , where \' isan 1 X n diagonal matrix in which the entries in the main diagonal are calculated as

2K
with Q;) = %71[7;_); + Q:l';jj . Convergence is guaranteed under the conditions that \raj.] > 4V¥jand k € [0, 1].

to_
Xy =
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Bare-bones PSO

The bare-bones particle swarm (Kennedy 2003) is a version of the particle swarm optimization algorithm in which the velocity- and position-update rules are substituted by a procedure that samples a
parametric probability density function.

In the bare-bones particle swarm optimization algorithm, a particle's position update rule in the 7 th component is xf]“ =N (yf], U:]\, , where [V is a normal distribution with

B+
/lzj t‘ 2 A ?’
0y = |bq = Ll -
Fully informed PSO

In the standard particle swarm optimization algorithm, a particle is attracted toward its best neighbor. A variant in which a particle uses the information provided by all its neighbors in order to update its
velocity is called the fully informed particle swarm (FIPS) (Mendes et al. 2004).

In FIPS, the velocity-update rule is



where W: @ — [D, 1] is a function that weighs the contribution of a particle's personal best position to the movement of the target particle based on its relative quality.

Applications of PSO and Current Trends

The first practical application of PSO was in the field of neural network training and was reported together with the algorithm itself (Kennedy and Eberhart 1995). Many more areas of application have
been explored ever since, including telecommunications, control, data mining, design, combinatorial optimization, power systems, signal processing, and many others. To date, there are hundreds of
publications reporting applications of particle swarm optimization algorithms. For a review, see (Poli 2008). Although PSO has been used mainly to solve unconstrained, single-objective optimization
problems, PSO algorithms have been developed to solve constrained problems, multi-objective optimization problems, problems with dynamically changing landscapes, and to find multiple solutions. For
areview, see (Engelbrecht 2005).

A number of research directions are currently pursued, including:

= Theoretical aspects

= Matching algorithms (or algorithmic components) to problems

= Application to more and/or different class of problems (e.g., multiobjective)
= Parameter selection
.
.

Comparisons between PSO variants and other algorithms
New variants

Notes

IWithout loss of generality, the presentation considers only minimization problems.
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External Links

= Papers on PSO are published regularly in many journals and conferences:

= Swarm Intelligence (http://www.springer.com/11721) (whose main objective is to archive the most important advancements in the swarm intelligence field) regularly publishes articles on
PSO. Other journals also publish articles about PSO. These include the IEEE Transactions series, Applied Soft Computing (http://www.elsevier.com/locate/asoc/) , Natural Computing
(http://www.springer.com/computer/foundations/journal/11047) , Structural and Multidisciplinary Optimization (http://www.springer.com/engineering/journal/158) , and others.

» ANTS - International Conference on Swarm Intelligence (http://iridia.ulb.ac.be/~ants) , started in 1998.

» The IEEE Swarm Intelligence Symposia (http://www.computelligence.org/sis) , started in 2003.

= Special sessions or special tracks on PSO are organized in many conferences. Examples are the IEEE Congress on Evolutionary Computation (CEC) and the Genetic and Evolutionary
Computation (GECCO) series of conferences.

= Papers on PSO are also published in the proceedings of many other conferences such as Parallel Problem Solving from Nature conferences, the European Workshops on the Applications of
Evolutionary Computation and many others.
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